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This paper is a systematic literature review on use of the Deep 
Reinforcement Learning (DRL) and Graph Neural Networks 
(GNN) in warehouse. We first explore the use of DRL and GNN 
for optimization of order picking and batching in warehouse. 
Because of very little results on use of GNNs in optimization of 
order picking and batching we extended our search to general use 
of GNNs in warehouse environment. We identified different 
topics of research using Latent Dirichlet Allocation (LDA) and 
identified main problems in use of DRL and GNNs in warehouse 
environment. 
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1 Introduction 
 
The order picking process is one of the most labor-intensive processes in 
warehouses and has been for a long time cited to consist of 55% of all warehouse 
operating costs and is one of the most researched topic of warehouse research to 
this day (Bock et al., 2025). Significant research has been done on optimization of 
order picking paths and batching of orders to minimize path traveled by pickers. 
Finding shortest order picking path is variation of Traveling Salesman Problem 
(TSP) which is NP-hard (Bock et al., 2025). In recent years new methods of solving 
large optimization problems with Deep Reinforcement Learning (DRL) 
(Arulkumaran et al., 2017; Bello et al., 2017) and with Graph Neural Networks 
(GNN) (J. Zhou et al., 2020) and combination of both (Munikoti et al., 2022) 
emerged. In this paper we explore the use of DRL in optimization of order batching 
and picking tasks. We further explore the use of GNNs in a general warehouse 
context. We follow PRISMA methodology (Page et al., 2021) for systematic 
literature Review. 
 
2 Methodology 
 
PRISMA methodology (Page et al., 2021) describes how methods and results in 
systematic reviews should be reported. We searched 3 different scientific papers 
databases for papers on topic of use of DRL and GNNs and combination of both 
in warehouse setting. Databases used were Scopus, Web of Science and ProQuest. 
We search for the occurrence of certain words in the paper titles and abstracts. 
Those words include words like “warehouse”, “reinforcement learning”, “order 
picking”, “order batching” and “graph neural networks”. We then excluded 
duplicate records and non-related papers.  
 
Our goal was to find how GNNs and DRL are used in warehouse settings. We were 
mainly interested in the topic of order picking and batching optimization. We 
searched for any papers that included GNNs or DRL for use in order picking and 
batching. We found only 1 article containing both GNNs and DRL (Begnardi et al., 
2024) for order picking or batching problem. So, we extended our search on general 
use of GNNs in warehouse setting. We were interested in what GNNs were used 
for and how they were modeled.  
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To find general topics in research we used Latent Dirichlet Allocation (LDA) (Blei 
et al., 2003) on papers texts. Our text analysis pipeline (Figure 1) started with 
extraction of texts from pdf files and cleaning those texts by removing chapters like 
literature, notes, acknowledgement and all text before the start of abstract. We then 
used scikit-learn (Pedregosa et al., 2011) implementation of LDA to identify 
different topics of research. When using LDA we iteratively added new stop words 
and word replacements and tested them with different numbers of topics to find the 
most distinguishable topics. In choosing the best number of topics, we used 
perplexity score of LDA model. With those topics we aimed to find general topics 
on research in use of GNNs and DRL in warehouse settings. 
 

 
 

Figure 1: Scientific papers’ text analysis pipeline 
Source: Own 
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2 Results 
 
With queries in Table 1 we identified 85 papers. Figure 2 shows identification of new 
studies via databases and registers. In the process, 31 of papers were excluded as 
duplicates and we excluded 4 full conference proceedings where combination of 
words was in full conference abstract. We then screened 50 papers and removed 11 
of them as unrelated. Between unrelated papers there were mostly papers that 
included word warehouse as in context of data-warehouses and some computer 
vision papers focused on object detection in warehouse settings. We retrieved and 
analyzed the rest of the papers (31 papers). All but 2 of the included papers were 
published between the years 2021 and 2025. 
 

 
 
Figure 2: Identification of new studies via databases and registers (Made with PRISMA Flow 

Diagram app (Haddaway et al., 2022) 
Source: Own 
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Table 1: Queries 
 

Topic query Database results 

DRL 
TITLE-ABS-KEY (( warehouse* ) AND ( "order 

picking" OR "order batching" ) AND ( "reinforcement 
learning" ) ) 

Scopus 21 

DRL TS=((warehouse*) AND ("order picking" OR "order 
batching") AND ("reinforcement learning")) WOS 17 

DRL ab(warehouse* AND ("order picking" OR "order 
batching") AND ("reinforcement learning")) ProQuest 7 

DRL Left after leaving non accessible, duplicates and unrelated 23 

GNN TITLE-ABS-KEY (warehouse* AND ("Graph Neural 
Networks" OR gnn* ) ) Scopus 23 

GNN TS=(warehouse* AND ( "Graph Neural Networks" OR 
gnn* )) WOS 11 

GNN ab((warehouse* AND ("Graph Neural Networks" OR 
gnn*))) ProQuest 6 

GNN Left after leaving non accessible, duplicates and unrelated 9 
Combined Both topics after removing duplicates 31 

 
We analyzed both topics (DRL and GNN) separately. First, we analyzed papers on 
DRL. Research highlights the growing role of Deep Reinforcement Learning (DRL) 
in warehouse logistics and order fulfillment. Several studies demonstrate the superior 
performance of DRL-based methods compared to traditional heuristics (Begnardi 
et al., 2024; D. Wang et al., 2022; X. Wang et al., 2025). However, challenges remain, 
including the difficulty of modeling DRL agents effectively (Cals et al., 2021), the 
need for more realistic problem formulations (Dehghan et al., 2023; Neves-Moreira 
& Amorim, 2024), and issues related to data collection and model complexity 
(Cheng, Wang, et al., 2024). Several studies emphasize the importance of 
incorporating additional constraints and real-world factors such as worker 
ergonomics (Niu et al., 2021), congestion, and system breakdowns (Perumaal 
Subramanian & Kumar Chandrasekar, 2024). 
 
Use of DRL for optimization of order batching and picking can be separated into 
five topics by using LDA (Table 2). In all topics use of DRL is often leveraged to 
offer way of joint optimization for multiple goals in real time (dynamic decision 
making).  The first topic explores the use of DRL for optimization with focus on 
picking task. The second topic is more focused on external logistics (customers and 
delivery). The third topic adds more focus on order batching. The fourth topic is 
addressing problems with the use of automated guided vehicles (AGV). And the last 
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fifth topic has more human centric focus (ergonomic, human-robot cooperation and 
transition to automation). 

Table 2: DRL papers 
 

Reference Lda 
Topic 

(Begnardi et al., 2024) (X. Wang et al., 2025) (Mahmoudinazlou et al., 2024) 
(Smit et al., 2024) 1 

(Dehghan et al., 2023) (Kamoshida & Kazama, 2017) (Neves-Moreira & 
Amorim, 2024) 2 

(D. Wang et al., 2022) (Cals et al., 2021) (H. Li et al., 2022) (L. Zhou et al., 
2022) (Drakaki & Tzionas, 2017) (Cheng, Wang, et al., 2024) 3 

(Kaiser et al., 2023) (K. Li et al., 2024) (Cheng, Xie, et al., 2024) (Tang et al., 
2021) (Perumaal Subramanian & Kumar Chandrasekar, 2024) (Chen et al., 
2024) (Wu et al., 2024) 

4 

(Krnjaic et al., 2024) (Yoshitake & Abbeel, 2023) (Niu et al., 2021) 5 
 
Figure 3 shows LDA Topics recommendation for selected papers. 
 

 
 

Figure 3: LDA Topics recommendation 
Source: Own 

 
The biggest problem highlighted in papers was need for adding more optimization 
constraints and difficulty of modeling problems for DRL (Cals et al., 2021; Cheng, 
Wang, et al., 2024; Dehghan et al., 2023; Krnjaic et al., 2024; K. Li et al., 2024; Neves-
Moreira & Amorim, 2024; Tang et al., 2021; Wu et al., 2024; Yoshitake & Abbeel, 
2023).  
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Use of GNNs in warehouse settings can be separated into two topics by using LDA. 
The first topic explores finding the best action for agent (AGV, human worker) with 
emphasis on RL and the second topic explores scheduling and 
allocation/assignment of tasks between agents. Table 3 shows the set of GNN 
papers. 
 

Table 3: GNN papers 
 

Citation LDA Topic 
(Begnardi et al., 2024) (Knippenberg et al., 2021) (X. Li et al., 2023) (Xiao 

et al., 2024) (Pham & Bera, 2024) (Shelke et al., 2023) 
1 

(Paul et al., 2023) (Cho et al., 2024) (Z. Wang et al., 2022) 2 

 
Figure 4 shows LDA Topics recommendation for selected papers. 
 

 
 

Figure 4: LDA Topics 
Source: Own 

 
Analyzing the papers we find that there is no clear and unified way to model 
warehouses as graphs for GNN. Every paper has different hand-picked nodes, edges 
and features of graphs with while many papers highlight problem of not considering 
enough constraints and factors to generalize well to real-word environments 
(Begnardi et al., 2024; Paul et al., 2023; Pham & Bera, 2024; Z. Wang et al., 2022; 
Xiao et al., 2024). There is an idea of foundation models (like for large language 
models) for DRL-GNN paradigm (Munikoti et al., 2022). Such model in warehouse 
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setting (foundational warehouse DRL-GNN model) would greatly decrease the both 
computational and modeling difficulty of training DRL-GNN models for any 
optimization or decision-making task in warehouse environment while possibly 
having more wholistic view on warehouse environment which could in term give 
better performance in real word applications. 
 
3 Discussion 
 
In this paper we identified general research topics in use of GNNs and DRL in 
warehouse settings. We found a lack of research on the use of GNN in warehouse 
settings which implies possibilities for future research on modeling warehouse as 
graphs for use on any downstream optimization task or decision making. Use of 
GNNs with combination with DRL provide promising results compared to other 
optimization methods. The use of both GNNs and DRL together for optimizing 
order picking paths is only explored in one conference paper. Further research is 
needed to explore the use of GNNs and DRL in optimization of warehouse 
processes such as optimizing order picking paths.  
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Notes 
 
This systematic literature review follows the PRISMA methodology (Page et al., 2021) to ensure 
transparency in selecting and analyzing studies on DRL and GNN for warehouse optimization. The 
findings highlight a research gap in applying GNNs to order picking and batching, with only one study 
integrating both approaches (Begnardi et al., 2024). DRL is commonly used for real-time joint 
optimization in areas like order batching, AGV routing, and human-robot collaboration. However, the 
lack of a standardized warehouse graph model limits the applicability of GNNs. Future research should 
focus on developing a foundational DRL-GNN model to enhance computational efficiency and real-
world adoption. 
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