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This study examines how students construct technological frames 
of rule-based chatbots and how these frames relate to their 
learning experiences, particularly information processing and 
reflection. This research is grounded in the social construction of 
technology and technological frames theory. Semi-structured 
interviews were conducted with 45 undergraduate students at a 
University of Applied Sciences. Through thematic analysis, three 
distinct technological frames were identified: collaborative, 
completion-driven, and unhelpful. Each frame was found to 
shape how chatbot technology was engaged with and integrated 
into students’ learning processes. This study extends 
technological framing theory to the educational field, linking 
technological frames to students' learning experiences.  We also 
provide an empirically grounded framework that helps 
understand student learning experiences within chatbot-
supported learning environments. This research contributes to an 
understanding of how interpretations of technology construct 
educational experiences and emphasizes the critical relationship 
between pedagogy and technology. 
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1 Introduction 
 
Chatbots have become an increasingly common feature in higher education, offering 
students structured learning support and facilitating interactions in online 
environments (Følstad et al., 2019; Kuhail et al., 2023; Labadze et al., 2023; 
Okonkwo & Ade-Ibijola, 2021; Wollny et al., 2021). While AI-driven chatbots are 
now widely available in higher education (Almogren et al., 2024; Ayanwale & 
Ndlovu, 2024; Stöhr et al., 2024; Tlili et al., 2023) rule-based chatbots are still 
relevant because their structured design efficiently guides students through pre-
defined learning paths, while allowing learners also to take ownership of their 
educational journey. Rule-based chatbots empower students to engage with course 
material at their own pace, in their preferred location, and at times that best suit their 
individual learning, offering the opportunity for a more personalized learning 
experience (e.g. Vanichvasin, 2021; Winkler & Söllner, 2018). 
 
Rule-based chatbots have been utilized in higher education in various ways. They 
support students' goal setting and social presence in online learning (Hew et al., 
2023) and provide personalized guidance tailored to individual learning needs 
(Papakostas et al., 2024). Research shows that rule-based chatbots have been used 
in language teaching (Fryer et al., 2018; Lee et al., 2020) and they have had a positive 
impact on learning outcomes in science education (Yin et al., 2020). However, it is 
important to note that rule-based chatbots are typically rigid communication systems 
operating strictly through predefined scripts. As a result, they are not particularly 
"intelligent" and cannot answer questions they were not programmed to answer 
(Adamopoulou & Moussiades, 2020; Kohnke et al., 2023). 
 
Integration of new technologies into educational settings inevitably transforms 
students’ learning experiences; it represents an interconnected, co-evolving 
phenomenon arising from complex social, technological, and pedagogical 
interactions (Anderson, 2016; Marell-Olsson & Jahnke, 2019). The rule-based 
chatbots in this study were designed to support the constructivist learning approach 
by scaffolding learners' active knowledge construction and integration of new 
concepts with existing knowledge. More importantly, the role of the rule-based 
chatbots was to promote reflection during learning (Kirkwood & Price, 2013). 
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While the widely used Technology Acceptance Model (TAM) and Unified Theory 
of Acceptance and Use of Technology (UTAUT) explain why students adopt 
chatbots (e.g. Al-Abdullatif, 2023; Güldal & Dinçer, 2024; Malik et al., 2021; 
Strzelecki, 2024), they do not capture how students interpret and integrate them into 
their actual study practices. These models fail to address how students' framing of 
chatbot technology influences their theoretical understanding and practical way of 
utilizing these applications. To explore this, our research question was how students 
construct technological frames of rule-based chatbots, and how these frames relate to their learning 
experiences, especially information processing and reflection. 
 
Data was collected through semi-structured interviews with 45 undergraduate 
students. We investigated how students actively constructed and framed (Orlikowski 
& Gash, 1994) rule-based chatbots. This approach allows us to highlight the 
constructive dynamics that shape technology adoption in educational settings. 
 
Our findings highlight three technological frames for chatbot interaction: 
collaborative, completion-driven, and unhelpful. While some students engaged 
collaboratively, others approached chatbots superficially or found them 
technologically limited.  This study extends technological framing theory to the 
educational field, linking technological frames to students' learning experiences. We 
also provide an empirically grounded framework that helps understand student 
learning experiences within chatbot-supported learning environments.  This 
suggests that effective educational chatbots must align with student expectations and 
learning experiences, while incorporating more adaptive features. The study 
emphasizes student’s active role in educational technology adoption. 
 
2 Theoretical Background  
 
2.1 Technological frames 
 
The social construction of technology (SCOT) is one of the constructivist ways of 
studying science and technology. It provides a theoretical framework for 
understanding the relationship between society and technology (Bijker, 2001). The 
significance of SCOT for our research is important as it challenges the assumption 
of technological determinism by offering an alternative perspective: technology 
alone does not determine human behaviour. Instead, technology is culturally shaped 
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and interpreted through processes involving multiple actors with their own interests 
and agendas (e.g. Silverstone, 2006). This perspective is complemented by the 
concept of technological framing, which emphasizes that interpretive frames of 
technology can change as individuals engage with applications in particular contexts, 
rather than being predetermined by the features of the technology (Davidson & Pai, 
2004). These two perspectives enable our research to analyse the social construction 
of technology and the users' interpretive framings. 
 
Individuals' experiences, resources, expectations and beliefs about technology can 
lead to different technological interpretations (Treem et al., 2015). Technological 
framings are central to structuring individuals' experiences, interpreting ambiguous 
situations, and reducing uncertainty. They provide a basis for action in changing 
circumstances (Lin & Silva, 2005). 
 
Technological applications shape learning experiences through their affordances 
(Conole & Dyke, 2004; Van Osch & Mendelson, 2011). Affordance as a concept 
originates from ecological psychology, where it refers to the possibilities for action 
that the environment offers to the agent (Gibson, 2014). The concept has been 
extended to the field of design, distinguishing between real and perceived 
affordances (Norman, 1999). According to Gaver (1991), technological affordances 
are both social and material constructions (see also Selwyn, 2012), which relates 
directly to the framework of our study on the social construction of technology.   
Students actively interpret and adapt these affordances to serve their learning needs 
and contexts (Oliver, 2013; Squire & Dikkers, 2012).  
 
Technological frames (Orlikovski & Gash, 1994; Kaplan & Tripsas, 2008; Spieth et 
al., 2021) are cognitive structures that individuals and groups use to understand and 
make sense of technology.  Their studies emphasized the importance of making 
sense of new technologies in business organizations. Our study builds on these 
perspectives on technological framing, examining how students apply these frames 
in higher education. For example, when examining how students frame 
technological applications, focus can be placed on how they interpret the nature of 
technology (Orlikowski & Gash, 1994). Technology can be perceived as a learning 
enabler when students recognize its role in achieving learning outcomes. 
Additionally, students’ assumptions, expectations, and prior user experiences shape 
their technology-in-use, influencing how different technological applications are 
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actively utilized for learning (Orlikowski & Gash, 1994). For example, a student may 
use an application as a ready-made stimulus for learning or simply as a content 
provider. Students rely on their technological frames to interpret technology’s 
functionality and assess its implications (cf. Treem et al., 2015). 
 
A recent study examined how students framed a mobile interaction application 
designed to engage them during online lectures. They largely rejected the application, 
describing it as inappropriate for the context, socially uncomfortable and an 
unacademic way of learning (Drew & Mann, 2018). In contrast, another study found 
that students valued mobile devices as learning aids for quickly accessing 
information and engaging on social networks. Mobile devices empowered students 
to work efficiently and achieve their goals through collaboration with peers, teachers, 
and employers (Squire & Dikkers, 2012). Social and technical factors influence how 
students frame technology, and these frames evolve through experience and 
reflection, particularly in group work (Bjørn et al., 2006). Thus, prior research 
highlights the diversity and contextual dependency of technology framing. 
 
2.3 Integrating educational technology and learning experience in this 

study 
 
Learning experiences, inherently intertwined with technology in contemporary 
education, have been examined through diverse theoretical lenses (Anderson, 2016; 
Jahnke, 2023; Shrerer et al., 2019). In this study, we define a learning experience as 
the multifaceted technology-mediated interactions between learners, content, 
educators, and peers that facilitate information processing, skill development, and 
reflection while promoting attitudinal and personal growth (Liu et al., 2023). 
Furthermore, Chen et al. (2018) emphasize that the perception of a learning 
experience is influenced by learners’ personal epistemologies, their sense of 
competency, self-efficacy beliefs, and attitudes toward learning. 
 
We assigned three pedagogical roles to the rule-based chatbots: they served as a 
learning assistant to enhance information processing and reflection (Wollny et al., 
2021), a teaching assistant to engage students (Kuhail et al., 2023) and a provider of 
feedback to students. On the technological side, the chatbot relied on chatbot-driven 
conversations, meaning that the chatbot controls the flow of the conversations 
(Kuhail et al., 2023). We built the chatbots on Landbot.pro which is an intuitive no-



170 38TH BLED ECONFERENCE: 
EMPOWERING TRANSFORMATION: SHAPING DIGITAL FUTURES FOR ALL 

 

 

code conversational chatbot builder. External technological expertise was required 
to develop a pedagogical script to ensure a balanced learning experience 
encompassing content, user experience, and social interaction (e.g. Huhtanen, 2020). 
Subsequently, the chatbots were piloted with students. 
 
Designing for learning involves creating scripts and scaffolds that shape learners’ 
activity. These scaffolds influence how activity unfolds, while the activity itself 
continuously modifies and reconstructs the learning environment (Goodyear & 
Dimitriadis, 2013). While designing the content, we focused on practically applicable 
material. This was achieved by incorporating brief videos in which an educator 
explained the core content and then encouraged students to apply and reflect on its 
meaning in relation to their own experiences. We designed the content and user 
experience to feature interactive chatbot conversations with both open-ended and 
multiple-choice questions (cf. Kuhail et al., 2023). We created learning activities for 
the students to do (Figure 1) during the session with the chatbot (e.g. students 
reflected their project planning competences after watching the educator’s video of 
topic). However, what the students do with the activities may diverge from what we 
intended—since students often engage with tasks in ways that reflect their own 
interpretations and preferences (e.g. Goodyear et al., 2021; Ellis & Goodyear, 2010). 
 

 
 

Figure 1: Joors Truli (“Yours truly” in English) chatbot 
 
When designing the social experience, we aimed to enhance student motivation and 
engagement. To achieve this, we used a conversational style and everyday language 
to guide students, while the chatbot also asked clarifying questions (Følstad et al., 
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2019; Kim et al., 2019). Additionally, the chatbot facilitated participation 
experiences, providing students with opportunities to engage in meaningful 
conversations while receiving guidance (Chang et al., 2023; Lin & Chang, 2023). For 
example, in one chatbot conversation, students reflected on their project work 
priorities and connected their insights to previously studied Belbin team roles 
 
3 Methodology 
 
3.1 Research context 
 
Our interpretative study explores how undergraduate business students of a 
University of Applied Sciences frame educational technology and how the framing 
relates to their learning experiences, especially their information processing and 
reflection. The courses (5 ECTS each) were a mandatory Teamwork and Project Skills 
and an elective Leadership Skills. Students engaged in online interactions with a rule-
based chatbot on the Moodle learning platform as part of their required course work; 
these interactions formed the basis for their subsequent reflective essays. The 
chatbots addressed one specific theme in each course – developing teamwork and 
project planning skills in the former, and the latter introduced team leader’s role in 
advancing team members’ work well-being (cf. Lindebaum, 2024). These themes are 
important because as modern workplaces require understanding of teamwork 
components (Salas et al., 2015) and higher education students need leadership 
practice (Siewiorek et al., 2012). 
 
3.1 Participants and data collection 
 
We interviewed 45 voluntary students who had used chatbots in their courses in the 
spring of 2023. Participant recruitment was conducted via announcements on the 
Moodle platform.  The semi-structured interview questionnaire was inspired by the 
Metacognitive Awareness Inventory (MAI) (Schraw & Dennison, 1994) which 
builds on Flavell’s (1979) metacognition theory. The operationalization through 
MAI examined cognitive dimensions by exploring how students constructed 
understanding of chatbot effects on their information processing. Skill-related 
dimensions focused on students' goal setting, planning, and strategic integration of 
chatbots into personalized learning. Attitudinal dimensions interpreted how students 
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reflected on chatbot utility and constructed their perspectives on these tools as 
learning support. 
 
Interviews were conducted using MS Teams application, which allowed us to take 
an advantage of automatic transcription feature. Interviews were conducted by a 
course educator from the research team and an experienced external educator. All 
the interviews lasted between 15 and 25 minutes and followed a semi-structured 
format. To ensure anonymity, informants’ personal information was removed from 
the transcripts. A short summary was added at the beginning of each transcript to 
guide the subsequent analysis of the interviews. 
 
3.2 Analysis process 
 
Our thematic analysis was informed by Braun and Clarke (2006). The analysis was 
iterative and collaborative, involving regular reflective discussions throughout the 
process. In the initial discussions about the research material, we observed that 
students' interpretations of technology varied. Some students criticized its 
functionality, others highlighted the importance of peer interaction in classrooms, 
and many felt that educational technology supported their learning. Our discussions 
were critical in understanding the data from a theoretical perspective (Carlsson, 
2023) eventually formalizing our understanding of students’ technological frames 
(Orlikowski & Gash, 1994) and their learning experiences. We identified key themes, 
e.g., a positive learning experience students had with the chatbots. We then 
consulted literature and decided to focus on our analysis especially on the nature of 
technology and technology-in-use (Orlikowski & Gash, 1994) as well as to students 
learning experiences. Table 1 illustrates the coding process which we explain below. 
 
We reconvened to discuss our insights and findings, which allowed us to identify 
three overarching themes of technological frames. Those were collaborative thinking 
frame, completion-driven frame and unhelpful frame. Subsequently, we proceeded 
with independent coding for the remaining data. Finally, we integrated our coding, 
using Atlas.ti co-occurrence analysis. It helped us discuss to form a joint 
understanding of different technological frames and what kind of learning 
experiences they entailed. 
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Table 1: Illustrative example of analytical process 
 

Quote (Student # 14) Initial coding Themes Technological 
framing 

It guided well; At first there was 
some theory and then you had to 

write down and really think about 
and you really had to do it yourself 
[…]. It was nice that there were 

tasks throughout the discussion. It 
was for yourself, and you had to be 

able to understand the most 
important competencies. Then 

(using pen and paper) you had to 
write it down. 

Chatbot guides; 
chatbot is a content 
provider; learning as 

an active process; 
learning as a 

reflective process; 
self-paced learning; 
relationship with 

technology is 
positive 

Relationship 
with chatbot is 

constructed 
positively and it 
enables learning 

by providing 
guidance and 
content that a 
learner must 

actively process 

Collaborative 
thinking frame 

 
4 Findings and discussion 
 
The collaborative thinking frame refers to the way students interpret their 
interactions with the chatbot, leading to the development of a positive relationship. 
This relationship emerged as students actively constructed new understandings 
through dialogue with the chatbot, which provided prompts that facilitated their 
reflective thinking processes. For example, students felt as though the chatbot was 
thinking alongside them, motivating them to engage more deeply with the learning 
material. One student described this experience as follows: Well, it helped me a lot 
because I am bad at concentrating […] it always stopped me, and I just could not run through the 
material […] especially when it asked me what I was thinking about some things (the course 
material) […] it encouraged me to process it much deeper (Student #8). 
 
The chatbots served as scaffolding tools that enabled students to actively reconstruct 
their learning objectives beyond the interaction with the chatbot: I refined my learning 
objectives during the chatbot and after that as well. Perhaps I had too superficial learning objectives 
originally for the course. Chatbot made to sharpen my personal goals (of the course). (Student 
#26). More importantly, the chatbot’s pedagogically formulated open questions 
facilitated a collaborative thinking frame by guiding discussions that included course 
content. This combination of questions and guidance helped students learn and 
encouraged them to actively reflect on their experiences in relation to the course 
material. One student explained this experience as follows: When the chatbot asked the 
right kind of questions (about project management and teamwork) that you really had to think 
about—not just yes and no questions (closed questions)—it made me reflect more deeply. The 
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chatbot also provided information before I had to answer those questions, which helped me 
understand the material better. (Student #5).  Therefore, in educational contexts, 
students actively construct technological interpretations, which both shape and are 
shaped by their engagement with intended learning outcomes. A student's 
refinement of learning goals following chatbot engagement suggests the evolution 
of technological frames beyond static mental models. As Kaplan and Tripsas (2008) 
observe, these frames initially emerge from user assumptions but undergo 
modification through continued interaction. The chatbot's pedagogically structured 
questions provided scaffolding that enabled students to reconstruct their 
technological frames in ways that enhanced their educational experience. I think it 
was a good system […]so it kind of helped in that way, also in terms of learning (Student #3).  
 
Students actively constructed interpretations of the chatbot as a collaborative 
thinking partner through their technological frames (Orlikovski & Gash, 1994). The 
chatbot's interventions promoted engagement with learning materials. I started to 
think somethings I’ve learned on this course […] then I realized that maybe I want to read about 
(course materials) before I do the report (Student #22). This collaborative thinking frame 
enabled the students to externalize their thinking processes. The chatbot's overall 
questioning strategy was able to facilitate reflection, demonstrating how this 
technological frame support metacognitive processes. 
 
Possible factors contributing to the collaborative thinking frame could include that 
students with strong self-regulatory behaviour are more likely to engage in 
collaborative activities (Scager et al., 2017) even when using technological 
applications (Sharma et al., 2024). Such students may find chatbot interaction 
intellectually stimulating rather than disruptive to their learning process. Students 
with positive prior technological experiences may also be more inclined to perceive 
chatbot interactions as beneficial (e.g., Pesonen, 2021). 
 
The completion driven frame characterizes how students develop an instrumental 
relationship with chatbots, using them primarily as information retrieval tools rather 
than learning partners. This frame emerged when students approached chatbots as 
content delivery mechanisms, focusing on extracting course-related information 
rather than engaging in learning processes. For example, some students recalled 
videos that were embedded in the chatbots, without further reflection: There were 
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videos, which told some of the course content. It told me facts throughout the discussion. (Student 
#21) 
 
When another student was asked how the chatbot helped to think of what one 
should learn about project management, initially s/he responded and later 
emphasized the utility function of the chatbot: How projects work from the beginning to 
the end. How and when goals should be set […] Why budget is important, and you need to know 
your own skills and groups’ skills […] That piece of information (course content) was useful. At 
least I can concentrate on things (skills) that require most developing. (Student #16) 
 
In the completion driven frame, clicking to the next step was import: (Through 
questions) I was able to think what I should learn about project work […] when you clicked one 
option, it explained it. (Student #18). Although the chatbots provided valuable 
information, the students typically approached their tasks with a focus on 
completion rather than genuine learning.  The following quote demonstrates this: I 
kind of felt as we still must write one more report for the course, where we need to comment on the 
chatbot we reviewed […] It seemed something like that affected the assignment. It was clear that 
this might be something to keep in mind and made me definitely feel maybe this is something that 
matters. (Student #7) 
 
The completion driven frame illustrates a different kind relationship between 
technological frames (Orlikowski & Gash, 1994).  Our analysis shows these students 
typically approached the chatbots with a practical, utilitarian mindset. They saw these 
rule-based chatbots mainly as ways to access information rather than as partners in 
the learning process. This completion-driven frame heavily influenced how they 
understood and used the technology in their studies. 
 
Their framing revealed a perception of chatbots as offering fixed, linear paths 
through pre-set content—a rigid tool with set procedures rather than an adaptive 
system capable of responsive engagement. References to "clicking" through options 
highlight their mechanical understanding of the learning. 
 
Students might adopt this completion-driven approach due to practical pressures. 
Time constraints and course structures encourage quick answers over deep 
engagement. When educational technology is framed by students as merely a content 
delivery system rather than a collaborative medium, their engagement naturally 
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follows this limiting perception. At the beginning, I set myself the goal of passing the course, 
and it (chatbot) certainly helped (Student # 4). The background in traditional education, 
combined with assessment methods that reward specific knowledge rather than 
exploration, could reinforce this task-oriented behaviour. 
 
The unhelpful frame refers to the way students interpret their interactions with the 
chatbot, contributing to the development of a somewhat negative relationship. This 
relationship emerged when students paid attention to the technological 
shortcomings, and not realizing the meaningful course content or the provided 
learning affordances (Van Osch & Mendelson, 2011). Some students compared the 
chatbots with more advanced technologies, expecting more guidance as illustrated 
by the following quote: I'd say it didn't help. […] Other chatbots were much better, for example 
ChatGPT, which I’ve used quite actively when writing essays and other things. It didn't really give 
any feedback, which would have been useful […] It just matches definitions to the text. So, in my 
opinion, you did not get any particularly good feedback and constructive criticism from it. (Student 
# 33) 
 
When students focused on the technological features, such as using “stars” to identify 
the most meaningful content for themselves in each section of the chatbot, they missed 
opportunities to reflect on the course material. The following example illustrates this: I 
feel that I did not reflect much what I should do. By using stars, it was done badly. I went those 
sections through quickly, and you don’t think about them. (Student #19)  
 
The unhelpful frame of chatbots was marginal in our study. In this frame, students 
constructed technological frames around the technological user experience, focusing 
on its shortcomings and comparing it to more advanced technologies. This reveals 
a clear incongruence (Orlikowski & Gash, 1994) between our learning design 
intentions and students' interpretations. While the chatbots were designed as tools 
for reflection to deepen engagement with course material, students primarily focused 
on the technological interface itself rather than the affordances (Gaver, 1991; 
Norman, 1999) it provided. Arguably, this attention to technological limitations 
overshadowed educational benefits, with students evaluating the technology rather 
than engaging with course concepts, leading to limited perceived learning value. 
These findings suggest that effective educational technology implementation 
requires careful alignment between technological design, pedagogical learning 
outcomes, and student expectations to avoid superficial engagement. 
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5 Conclusions 
 
This study shows how students' technological frames (Orlikowski & Gash, 1994) 
function as active interpretive structures through which they process information 
and reflect on their learning in individualized ways (Chen et al., 2018; Li & Xiu, 
2023), thereby forming learning experiences within social and technological contexts 
(Huhtanen, 2020). Educational technology affordances—the action possibilities they 
offer (Norman, 1999) —mediate how students' technological frames translate into 
their learning, either amplifying or limiting engagement based on alignment with 
their framings (Treem et al., 2015). 
 
From a theoretical perspective, the study advances the understanding of 
technological frames (Orlikowski & Gash, 1994) in higher education by illustrating 
how these frames mediate students’ learning experiences.  It reinforces the idea that 
technology is not a neutral medium but is shaped by pedagogical contexts and user 
interactions (Fawns, 2022; Oliver, 2011). This study extends technological framing 
theory to the educational field, linking technological frames to students' learning 
experiences. We also provide an empirically grounded framework that helps 
understand student learning experiences within chatbot-supported learning 
environment. These findings suggest that effective educational technology 
implementation requires careful alignment between technological design, 
pedagogical learning outcomes, and student expectations to foster meaningful 
engagement (Li & Xue, 2023; Liu et al., 2023.) rather than superficial interaction.  
 
In practical terms, chatbot design should aim to align closely with students' 
expectations and learning experiences. AI-driven chatbots need enhanced 
adaptability and context-awareness to foster meaningful engagement. As Treem et 
al. (2015) have demonstrated, individuals' experiences, resources, expectations, and 
beliefs about technology lead to different technological interpretations. Therefore, 
educational technologies should not merely serve as content delivery mechanisms 
but actively support collaborative and engaging learning experiences. 
 
Despite its contributions into rule-based chatbot integration into business education, 
our study has generalizability limitations due to its social science focus and single-
institution sample (Polit & Beck, 2010). While statistical generalization is 
unattainable (e.g. Lee & Baskerville, 2003), the research offers theoretical 
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transferability through its identified frames (Orlikowski & Gash, 1994).  Future 
research should explore diverse institutional settings, academic disciplines, and 
technological contexts (including comparative analyses of rule-based versus AI-
driven chatbots), employ longitudinal tracking to assess frame evolution, and address 
these limitations to enhance theoretical robustness (Williams, 2000) and pedagogical 
understanding of rule-based chatbot integration in higher education. 
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