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Symbols and Abbreviations Used 

 
 

CI confidence interval 
CVI content validity 
H0 null hypothesis 

Ha, H1 working hypothesis  
I-CVI item content validity index 

M Mean 
Mo Mode  
Me Median  

P P-value (statistical significance) 
RCT Randomized controlled trial  

S-CVI scale content validity index 
S-CVI/Ave scale-level content validity index based on the average method 
S-CVI/AU scale-level content validity index based on the universal agreement 

method 
SD Standard deviation 
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1 Data and Quantitative Research 
Methods in Nursing 

 
 
Nurses use and generate a lot of data in their daily work with patients. The main goal 
of patient care is to provide high-quality and evidence-based nursing care, so nurses 
are obliged to keep up to date with and apply the latest studies and evidence to their 
work. It is, therefore, important that nurses have the knowledge and understanding 
of data and data analysis techniques, as this is the only way to understand the latest 
evidence. Presented here is a short guide that includes basic information on 
quantitative research methods and information on statistical tests with which nurses 
need to be familiar in their work. 
 
The data used in the book is based on data collected using the Self-Care of Diabetes 
Index (SCODI) questionnaire (Ausili, et al., 2017). The data were collected as part 
of a pilot study on patients with diabetes in Slovenia. The data are intended for 
educational and research purposes only. 
 
There are many hands-on examples included to make the materials more engaging. 
We hope you will find this introduction to quantitative data analysis for nurses 
useful. 
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2 Quantitative Study 
 

 
 

 The following section describes the basic characteristics of quantitative research 
and breaks down the different types of quantitative research. The final part of the 
chapter gives a brief overview of how to produce a quantitative research report. 
The learning objectives of this chapter are to enable the reader to understand the 
basic concepts of quantitative research, to learn about the different types of 
quantitative research and to acquire the basic skills to produce a quantitative 
research report. 

 

 
In the natural and social sciences, quantitative research is the systematic empirical 
study of observable phenomena using statistical, mathematical, or computational 
techniques. Figure 2.1 shows different aspects of the quantitative study.  
 
The basic characteristics of the quantitative study (in comparison to qualitative) are: 
 
− Data are collected using structured research instruments (surveys, structured 

interviews, experiments, observations, reviews of records or documents where 
any variable can be measured); 

− it answers the questions: What? When?; 
− it is mostly based on numbers; 
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− usually, a deductive process is used to test the predefined concepts, constructs, 

and hypotheses; 
− the results are based on larger sample sizes that are representative of the 

population but provide less in-depth information; 
− the research study can usually be repeated; 
− the researcher has a clearly defined research question which demands objective 

answers; 
− all aspects of the study are carefully designed before data collection; 
− data are in the form of numbers, and results are often arranged in numerical 

tables, graphs, figures, or other non-textual form; 
− broader understanding of concepts, predicting future results, or exploring a 

causal relationship; 
− provides the observed effects (interpreted by the researchers); 
− the researcher uses tools, such as questionnaires or computer software, to collect 

numerical data; 
− usually, more time is needed in the planning phase and less in the analysis phase; 
− the overall goal of a quantitative study is to classify characteristics, count them, 

and build statistical models to try to explain what we observe (Watson, 2015; 
Holton & Burnett, 2005; Reaves, 1992). 

 

 
 

Figure 2.1: Different Aspects of Quantitative Study 
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The types of quantitative study are shown in Figure 2.2. 
 

 
 

Figure 2.2: Quantitative Study Types 
 
Researchers sometimes classify types of studies differently. Thus, instead of 
descriptive and correlation studies, they often refer to observational and quasi-
experimental and experimental research intervention studies. Observational studies 
include cross-sectional studies, case studies with controls, cohort studies 
(retrospective, prospective), case studies, and case series studies. The experimental 
study is used to determine whether there is a cause-and-effect relationship between 
variables.  
 
The following are basic definitions of the most common quantitative study types: 
 
− Randomized controlled trial (RCT): In randomised controlled trials, 

participants are divided into an experimental group and one or more control 
groups. The only difference between the groups is the intervention being studied 
(Fig. 2.3). Studies can be known as single-, double- or triple-blind randomised 
controlled trials. Single-blind means that the participants do not know which 
group they are allocated to, double-blind means that the researchers collecting 
the data do not know which of the participants belongs to a control or 
intervention group and triple-blind means that the researchers analysing the data 
do not know which group anyone was in (Stanley, 2007; Spieth, et al., 2016). 
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Figure 2.3: Randomized Controlled Trial 
 
Pre- and post-test study (without randomization): This is a type of quasi-
experimental study where the outcome of interest is measured twice, with variables 
measured before and after the intervention (Fig. 2.4). Participants are selected in a 
non-random way (Dugard & Todman, 1995; Marsden & Torgerson, 2012). 
 

 
 

Figure 2.4: Pre- and Post-Test Study 
 
− Cross-sectional study: A cross-sectional study is a study that analyses data on 

variables collected over a given period (Fig. 2.5). It also measures the outcome 
and exposure of the study participants at the same time. Participants are selected 
based on inclusion and exclusion criteria established for the study. 
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Figure 2.5: Cross-Sectional Study 
 

− Longitudinal study: Data are collected over time at different time points (Fig. 
2.6). The researchers observe and collect data without trying to influence the 
variables. 
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Figure 2.6: Longitudinal Study 

− Cohort study: In cohort studies, researchers investigate the links between risk 
factors and outcomes. 

− Retrospective cohort study: A retrospective cohort study is a longitudinal 
cohort study that compares cohorts of individuals where one group is exposed 
to a factor and the other is not. This is to determine the impact of that factor 
on the phenomenon. They have the advantage that they can be carried out 
immediately because they look at the situation retrospectively but may have less 
control over the exposure of the participants to the factor.  

− Prospective cohort study: This is a longitudinal study that follows groups of 
similar individuals over time, differing in a trait/factor that may influence a 
particular condition. 

 
 

Figure 2.7: Types of Studies According to the Time of Data Collection 
 
− Case-control study: Comparison of two groups of people, where one group 

has the condition in question and the other group does not (Fig. 2.8). Here, 
researchers look at the history of the participants (health, lifestyle) to see which 
factors are associated with a particular condition. 



2   Quantitative Study 9. 
 

 
 

Figure 2.8: Case-Control Study 
 
− Correlation study: Correlational study is used to study the relationships 

between different subjects and variables. A correlational study is non-
experimental, meaning that none of the variables are influenced or controlled 
by the researcher. We distinguish between positive or negative correlation and 
no correlation. Correlational studies cannot prove cause-and-effect relationships 
between variables. 

− Survey study: Descriptive surveys are used to formulate a hypothesis, but only 
after all the necessary data have been collected. Participants in the survey answer 
a set of questions asked by the researcher. These surveys are mainly carried out 
at the beginning of projects or larger research studies to identify the problem 
and the direction of the study. 
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Methods, in general, can be divided into data collection methods, data analysis 
methods, data synthesis methods, and data display methods. These depend on the 
study plan or type of study. 
 
Quantitative methods emphasize the use of objective measurements and statistical, 
mathematical, or numerical analysis of data collected through surveys or 
questionnaires and or the manipulation of existing statistics using computational 
techniques. The quantitative study focuses on the collection of numerical data and 
their generalization by groups of people or the explanation of a particular 
phenomenon. 
 
Before designing a quantitative survey, we need to decide on a study plan/design 
that will determine how the results are collected, analyzed, and interpreted. In a 
descriptive study, we follow the following rules: the object of study is usually 
measured once; the purpose is only to establish links between the variables; the study 
may include a sample population of hundreds or thousands of subjects to provide a 
valid estimate of the overall relationship between the variables. The experimental 
design includes subjects measured before and after a particular treatment. The 
sample population can be very small and purposefully selected, and it is designed to 
establish causality between variables. Figure 2.9 shows the steps in a quantitative 
study. 
 

 
 

Figure 2.9: Quantitative Study Process  
Source: (Kmetec, et al., 2019; Grove, et al., 2015) 
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The main features of a quantitative study concerning individual sections, when 
reported in a scientific paper, are described below. 
 
2.1 Introduction 
 
The introduction to a quantitative study is usually written in the present tense and 
from a third-party perspective. It covers the following data: 
 
− Identifies the research problem - as with any academic study, we should 

clearly and concisely state the research problem. 
− Reviews the literature - review studies on this topic, synthesize key topics, and, 

if necessary, list studies that use similar methods of investigation and analysis. 
Consider where there are key knowledge gaps and how your study helps fill 
those gaps or clarify existing knowledge. 

− Describes the theoretical framework - give an outline of the theory or 
hypothesis on which your study is based. If necessary, identify unknown or 
complex terms, concepts, or ideas and provide relevant background information 
to place the research problem in an appropriate context. 

 
2.2 Methodology and Methods 
 
The sketch on the quantitative study methods should describe how each goal of your 
study will be achieved. Provide sufficient detail to enable the reader to make an 
informed assessment of the methods used to obtain results related to the research 
topic. The section on methods should be presented in the past tense: 
 
− Sample and sampling - where the data comes from; note where gaps exist or 

what has been ruled out. Follow the procedures used to select them. 
− Data collection - describe the tools and methods used to collect information 

and identify variables; describe the methods used to obtain the data; note if the 
data already existed or you collected them yourself. If you collected them 
yourself, describe what instrument you used and why. Note that no data set is 
complete - describe any limitations in data collection methods. 

− Data analysis - describe the procedures for data processing and analysis. Where 
appropriate, describe the specific analysis instruments used to study each 
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research objective, including the mathematical techniques and the type of 
computer software (e.g., Jamovi, JASP, Orange, R, etc.) used to process the data. 
 

2.3 Results 
 
The study findings must be reported objectively and in a concise and accurate 
format. In quantitative studies, it is common to use graphs, tables, and other non-
textual elements to help the reader understand the data. Make sure that the non-
textual elements do not stand apart from the text but are used to supplement the 
general description of the results and to clarify the key tense. 
 
− Statistical analysis - how did you analyse the data? What were the key findings? 

The findings should be presented in a logical sequence. Describe but do not 
explain these trends or negative results; save this for discussion. The results 
should be presented in the past period. 

 
2.4 Discussion 
 
The discussion should be analytical, logical, and comprehensive. The discussion 
should combine your findings in conjunction with the findings of the literature 
review and place them in the context of the theoretical framework on which the 
study is based. The debate needs to be presented at present: 
 
− Interpretation of results - re-emphasize the study problem and compare the 

findings with the research questions on which the research is based. Did you 
confirm the announced results, or did you refute them with the data? 

− Description of trends, comparison of groups, or relationships between 
variables - describe any trends that have emerged from your analysis and 
explain any unforeseen and statistically significant findings. 

− Discussion of consequences - what is the meaning of your results? Highlight 
key findings based on general results and consider findings that you consider 
relevant. How do the results help to fill gaps in understanding the research 
problem? 

− Limitations - describe any limitations or unavoidable biases in your study and, 
if necessary, consider why these limitations did not hinder the effective 
interpretation of the results. 
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2.5 Conclusion 
 
Completing studies means summarizing the main findings of your research and 
giving a final comment or guidance: 
 
− Summary of findings - do not report statistics; provide a narrative summary 

of key findings and synthesize answers to your research questions. 
− Recommendations - if appropriate for the aim of the research, link the key 

findings to policy recommendations or actions to be taken in practice. 
− Future research - consider the need for future research related to study 

limitations or other gaps in the literature that have not been addressed in your 
study. 

 
Different types of quantitative studies will demand different structures and 
requirements for reporting the results. Therefore, it is suggested to follow 
EQUATOR's (https://www.equator-network.org) internationally accepted 
guidelines for the presentation of different quantitative studies. 
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3 Sampling and Sample Size 
 
 

 The following section presents the basic features of sampling, including the 
theoretical background and practical applications. The different types of sampling 
such as simple random sampling, stratified sampling, systematic sampling and other 
relevant methods are discussed in detail. It also explains the process of sample size 
calculation using SPSS software. The learning objectives of this chapter are to 
enable the reader to understand the basic concepts and importance of sampling in 
the research process. The reader will become familiar with the different types of 
sampling and their characteristics. It will also provide practical knowledge of how 
to perform sample size calculations using SPSS. It also aims to develop the ability 
to evaluate critically and select the appropriate sampling method according to 
specific research needs, which is crucial for conducting high quality and reliable 
research. 

 

 
The statistical population consists of all the participants in the group about which 
you want to draw inferences by observation. The statistical sample represents the 
individual part of the group (subgroup) from which the data will be collected (Fig. 
3.1). The statistical unit represents one individual member of the population 
(element of the set). 
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Figure 3.1: Statistical Sample 
 
Sampling methods fall into two broad groups: probability samples, where each 
element has a known probability of occurring in the class, and non-probability 
sampling, where the above condition is not met. 
 
− Simple random sampling: Individuals are randomly selected from the total 

population. This gives a sample that is not necessarily representative (Fig. 3.2) 
(Simkus, 2022). 
 

 
 

Figure 3.2: Simple Random Sampling 
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− Stratified sampling: The population is divided into classes according to certain 

characteristics (e.g., sex, age class, etc.). Then, random sampling (proportional 
or disproportionate) is carried out from each class. 

 

 
 

Figure 3.3: Stratified Sampling 
 

− Systematic sampling: The first element is selected randomly, followed by 
every kth element (k = population size/sample size). 
 

 
 

Figure 3.4: Systematic Sampling 
 
− Cluster sampling: Use known information on the grouping of elements 

(sampling by provinces, localities, communities, by schools, classes, etc.).  
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Figure 3.5: Cluster Sampling 
 
− Snowball sampling: First, we select a smaller sample of more accessible 

individuals, who are asked to disseminate the sample or questionnaire through 
their contacts. 
 

 
 

Figure 3.6: Snowball Sample 
 
− Convenience sampling: A convenience/occasional sample simply includes 

individuals who are most accessible to the researcher (Simkus, 2022). 
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Figure 3.7: Convenience Sampling 
 
− Purposive sampling: the researcher uses his/her expertise to select the sample 

that is most useful for the purposes of the research. 
 

 
 

Figure 3.8: Purposive Sampling 
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3.1 Calculating the Required Sample Size Using SPSS 
 
One of the frequently asked questions during the study planning phase is, “How 
many participants do I need to test my hypotheses?”. The answer to this question is 
not straightforward. In fact, we could write a whole book on different techniques of 
so-called power analysis that can be used to estimate the minimal required sample 
size for a given hypothesis. Calculating the sample size is key to ensuring accurate 
and reliable results, as it reduces the error rate and increases the precision of the 
estimates (Andrade, 2020). 
 
As already mentioned in the initial chapters, to test the hypothesis, we need to know 
some characteristics of our data – especially the type of variables and distribution of 
collected data for the variables that are involved in the hypothesis testing. 
 
There are many specialized computer programs available that allow us to conduct 
Power analysis. However, from IBM SPSS version 27, it is also possible to use the 
Power analysis function directly in the SPSS (Analyze -> Power Analysis). 
 

 
 

Figure 3.9: Power Analysis in SPSS 
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As it can be seen from Fig. 89, as of the IBM SPSS 28, the Power Analysis function 
in SPSS allows estimation of minimal sample size for four different groups of 
statistical tests: 
 
− Comparison of means (univariate and bivariate t-tests, One-way ANOVA). 
− Proportions (univariate and bivariate binomial tests). 
− Correlations (Pearson, Spearman, partial). 
− Regression (univariate linear). 
 
Here, we provide a step-by-step demonstration of using the SPSS Power Analysis 
function to estimate the minimal required sample size for an independent t-test 
scenario. 
 
After the selection of the Analyze -> Power Analysis -> Means -> Independent-Samples t-
Test, we are asked to enter information for both compared groups (Fig. 3.10).  
 

 
 

Figure 3.10: Power Analysis for Independent-Samples t-Test 
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In this step, we will have to provide the “Single power value”, which is usually set at 
0.90 or 0.95. Figure 3.11 shows an example of the minimal sample size estimation 
for a scenario where we performed a pilot study on a small sample of students, 
measuring student satisfaction (measured on a scale from 1 to 5) of the 
undergraduate (group A, n=25) and postgraduate (group B, n=23) students. We 
obtained the following results: 
 
− Average satisfaction level in group A was 4.5, and 4.8 in group B; 
− Standard deviations of 0.9 (group A) and 0.8 (group B) were calculated; 
− In the hypothesis we were interested only whether there are any differences in 

average satisfaction between undergraduate and post-graduate students 
(Nondirectional, two-sided analysis). 

 

 
 

Figure 3.11: Power Analysis Data Entry Example 
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Figure 3.12: Results from the Power Analysis for an Independent Samples t-Test 
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4 Review of Statistical Basics 
 
 

 The next section introduces basic statistical concepts, such as hypotheses and 
variables, and provides basic information about basic descriptive statistics in SPSS 
software. The chapter also introduces the different statistical tests that are 
performed in SPSS. The learning objectives of this chapter are to enable the reader 
to understand basic statistical concepts and their importance in the research 
process. The reader will become familiar with formulating and testing hypotheses 
and will learn about the different types of variables and their influence on research 
results. They will also acquire basic skills in descriptive statistics in SPSS, including 
mean, median and standard deviation. Finally, the reader will learn how to perform 
and interpret various statistical tests in SPSS, such as t-tests, ANOVA, correlation 
tests and others. This chapter will provide the reader with a comprehensive 
understanding of key statistical concepts and methods. 

 

 
Statistics is a fundamental tool in nursing, enabling nurses to analyse data 
systematically, which is key to improving the quality of patient care and making 
informed decisions. Understanding statistical concepts is essential for critically 
evaluating research studies that help to identify the most effective therapeutic 
approaches, establish associations between different risk factors and treatment 
outcomes, and optimise the management of healthcare resources. 
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Understanding statistics also enables nurses to evaluate critically and apply research 
findings in their daily practice. This enables them to make more informed, evidence-
based decisions that improve patient care and enhance the professionalism of their 
work: 
 
− Statistical population - These are all the objects (or “entities”) that we observe; 

mathematically, the universal set. 
− Statistical unit - Individual member of the population; the element of the 

crowd. 
− Statistical sample - Part of the population; a subset. 
− Statistical variable - Property of individual members of the population. 
− Statistical parameter - Measured quantity describing a statistical population. 
 
Hypothesis 
 
− A hypothesis (plural hypotheses) is a proposed explanation for a phenomenon. 
− An assumption that can be empirically verified. 
− Consists of variables (descriptions, unit properties). 
− Working, null, alternative, non-directional, directional. 
 
We talk about a hypothesis when the problem is specific and well-defined and, 
therefore, can be formulated into a claim, which is then accepted or rejected by 
certain statistical tests. A hypothesis is an assumed statement of the relationship 
between two or more variables. 
 
The null hypothesis (H0) states that there is no statistically significant difference or 
relationship among variables. The working hypothesis (Ha, H1) states exactly the 
opposite. 
 
Using the p-value, we determine the degree of confidence with which we can reject 
the null hypothesis: 
 
− Simple: shows a relationship between one dependent and one independent 

variable. 
− Complex: shows the relationship between two or more dependent variables 

and two or more independent variables. 
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− Directional: the hypothesis assumes a relationship between two variables and 

is based on existing theory (E.g. Women are more confident in taking self-care 
for their diabetes). 

− Non-directional: is used when no theory is involved. It is a statement that a 
relationship exists between two variables without predicting the exact nature 
(direction) of the relationship (E.g. There is a difference in diabetes self-care 
confidence between women and men). 

− Null: provides the statement which is contrary to the hypothesis. It is a negative 
statement, with no relationship between independent and dependent variables 
(E.g. The average diabetes self-care confidence score is 60). 

− Associative and causal: Associative hypothesis occurs when there is a change 
in one variable, resulting in a change in the other variable. Causal hypotheses 
propose a cause-and-effect interaction between two or more variables. 
 

Variables 
 
− To test hypotheses, we need to collect enough data for the variables involved in 

a hypothesis. A variable that causes a condition to develop is known as an 
independent variable because its values are independent of other variables. A 
variable that is influenced by an independent variable is called a dependent 
variable because its value depends on the cause (Fig. 4.1). 
 

 
 

Figure 4.1: Type of Statistical Variables 
Source: (Liguori & Moreira, 2018) 
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4.1 Start the IBM SPSS Software Package 
 

To run SPSS, double-click on the icon .  
 

 
 

Figure 4.2: Start the SPSS Package 
 

For SPSS analysis, we can use:  
 

− data prepared for analysis in SPSS format (.sav file); 
− data downloaded from other programs (e.g. Excel); 
− data entered manually in the Data Editor window. 

 

 
 

Figure 4.3: Importing Data Into SPSS 
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The Data View shows the dataset (Fig. 4.4). The columns represent variables, and 
the rows represent individual cases. Variable View shows information about the 
variables. 
 

 
 

Figure 4.4: Data View Window in SPSS 
 
Variable View includes the following information: 
 
− name of variable; 
− type of variable (e.g. string, numeric, etc.); 
− number of signs (Width);  
− number of decimal places (Decimals); 
− variable brief description (Label); 
− description of the variable value for coded categorical variables (Values); 
− missing values (Missing); 
− width of column (Columns); 
− alignment of the variable values in Data View – can be left, right or center 

justified (Align); 
− type according to measurement (Measure; e.g., nominal, ordinal, or scale); 
− role (e.g., input, target, both, etc.). 
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Figure 4.5: Variable View 
 
4.2 Creating New Variables 
 
a) Compute Variable 
 
In the following section, we were interested in how are confident patients with 
diabetes in carrying out self-care activities and maintaining their health. Patients were 
asked to answer eleven questions using a Likert scale from 1 to 4. The formula for 
calculating the total score is given below: 
 
Self-care Confidences = (SUM(SCODI_D1+ SCODI_D2+ SCODI_D3+ SCODI_D4+ 
SCODI_D5+ SCODI_D6+ SCODI_D7+ SCODI_D8+ SCODI_D9+ SCODI_D10+ 
SCODI_D11)-11)*(100/44) 
 
To calculate a new variable from the given variables, we can use the Compute 
Variable function (Fig. 4.6). 
 

    
 

Figure 4.6: Compute New Variable 
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b) Record into Same or into Different Variables 
 
If we want to map the existing values of a variable into new values, but do not want 
to create a new variable, we can use the Recode into Same Variables function. If we 
want to convert existing variables into new ones, we can use the Recode into 
Different Variables function (Fig. 4.7). In case we also have missing values, we need 
to add the conversion of the missing values back into the missing values. 

 

 
 

 
 

Figure 4.7: Recode Into a New Variable 
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We divided the values on a scale from 0 to 100 into four parts. 0 to 25 was low self-
confidence, 25 to 50 was insufficient self-confidence, 50 to 75 was adequate self-
confidence and 75 to 100 was good self-confidence. 
 

 
 

Figure 4.8: Define New Variables 
 
4.3 Steps for Conducting Descriptive Statistics in SPSS 
 
a) Frequencies 
 
We click the following: Analyze -> Descriptive Statistics -> Frequencies. 
 

 
 

Figure 4.9: First Step in Choosing Frequencies Function 
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If you also want to display the variables as an illustration, click Charts, select the type 
of chart (Bar, Pie, Histogram) and specify whether you want to show frequencies or 
percentages. 
 

    
 

Figure 4.10: Choosing Variables When Conducting Frequencies Function 
 
Results are presented in two tables: 
 

 
 

Figure 4.11: Results When Conducting Frequencies Function 
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The results are shown using frequencies and percentages. The valid percentage and 
cumulative percentage are also shown. The valid percentage is the percentage of 
cases that have non-missing values for each category. The cumulative percentage is 
the calculation of the valid percentages for each category or for previous categories. 
 
The results can be reported as follows: One participant (1.0%) had low self-
confidence, three participants (3.0%) had insufficient self-confidence, 34 
participants (33.7%) had adequate self-confidence, and 63 participants (62.4%) had 
high self-confidence. 
 
The results can also be plotted using graphs.  
 

 
 

Figure 4.12: Results in Graphs When Conducting Frequencies Function 
 
b) Descriptives 
 
We click on Analyze -> Descriptive Statistics -> Descriptives. 
 



4   Review of Statistical Basics 35. 
 

 
 

Figure 4.13: First Step in Choosing Descriptives Function 
 
Then click on Statistics, and we can choose different statistical parameters, such as 
Mean, Minimum, Maximum, Standard deviation, etc. 
 

      
 

Figure 4.14: Choosing Variables When Conducting Descriptives Function 
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The results can be reported as follows: The average age of participants is 63.08 years 
(SD=12.96), with a minimum age of 24 years and a maximum age of 87 years (Fig. 
4.15). 
 

 
 

Figure 4.15: Results When Conducting Descriptives Function 
 
c) Explore 
 
When choosing the function Explore, we can also choose different plots (e.g., 
Histogram, Stem and leaf, etc.) to present our data. 
 

 
 

Figure 4.16: First Step in Choosing Explore Function 
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Figure 4.17: Choosing Variables When Conducting Explore Function 
 
Results are presented in three tables: 
 

 
 

Figure 4.18: Summary Result When Conducting Explore Function 
 
Skewness is a measure of symmetry. Kurtosis is a measure of the distribution. When 
the mean, median and mode coincide, it is called a symmetric distribution, i.e. 
skewness = 0, kurtosis = 0. Skewness and Kurtosis parameters must lie between 1 
and -1 for the distribution to be approximately normal. This is a less reliable method 
for small to medium-sized samples (i.e. n < 300) because it cannot adjust the 
standard error. In this case, we apply a z-test using skewness and kurtosis (Mishra, 
et al., 2019). 
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Figure 4.19: Descriptives Results With the Explore Function 
 
For small samples (less than 50 units), the Shapiro-Wilk test is recommended, 
although it can be used for larger samples, whereas the Kolmogorov-Smirnov test 
can only be used for larger samples (more than 50 units). If the p-value is higher 
than 0.05, we can confirm the normal distribution (Mishra, et al., 2019).  
 
The results can be interpreted as follows: The Shapiro-Wilk test shows that the age 
distribution is normally distributed in all three groups (Fig. 4.20). 
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Figure 4.20: Tests of Normality When Conducting Explore Function 
 
The data distribution can also be viewed by looking at the histogram. The histogram 
is an estimate of the probability distribution of the continuous variable. If we have 
a bell-shaped and symmetrical graph about the mean, we can assume that the data 
are normally distributed (Barton & Peat, 2014; Mishra, et al., 2019). In Figure 4.21, 
we see the abnormal age distribution in people with insufficient and sufficient self-
confidence. 
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Figure 4.21: Histogram 
 
The Q-Q normal plot (Fig. 4.22) shows the relationship between two sets of 
quantiles (observed and expected). For normally distributed data, the observed data 
are approximately equal to the expected data. 
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Figure 4.22: Q-Q Normal Plot 
 
We can also assess the normality of the data distribution using a box plot (Fig. 4.23). 
It shows the median as a horizontal line inside the box and the IQR (the range 
between the first and third quartiles) as the length of the box. 
 

 
 

Figure 4.23: Box Plot 
 
d) Crosstabs 
 
Crosstabs can used to describe the relationship between two categorical variables. 
We click the following: Analyze -> Descriptive Statistics -> Crosstabs. 
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Figure 4.24: Crosstabs 
 

   
 

Figure 4.25: Choosing Variables When Conducting Crosstabs 
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The results can be seen in Figure 4.26: 
 
In this table, the columns represent the values of the first variable, and the rows 
represent the values of the second variable. Cross-tabulations allow us to show the 
proportion of cases in subgroups. 
 

 
 

Figure 4.26: Results When Conducting Crosstabs 
 
e) Compare Means 
 
Compare means allows a comparison between numerical variables. We click the 
following: Analyze -> Compare Means -> Means. 
 

 
 

Figure 4.27: Compare Means 
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Figure 4.28: Choosing Variables When Conducting Comparison Means 
 

The results are shown in the following table: 
 

 
 

Figure 4.29: Result when Conducting Compare Means 
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f) Custom Tables 

 
This is a frequency table that allows comparisons between variables. We click the 
following: Analyze -> Tables -> Custome Tables. 
 

 
 

Figure 4.30: Custom Tables 

 
 

Figure 4.31: Choosing Variables When Conducting Custom Tables 
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The results are shown in Figure 4.32. In the figure, we can see the gender 
distribution of diabetes self-care and self-confidence levels.  
 

 
 

Figure 4.32: Results When Conducting Custom Tables 
 
g) Chart Builder 

 
If you want to display the variables in a graph, click the following: Graphs -> Chart 
Builder. 
 

 
 

Figure 4.33: Chart Builder 
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Figure 4.34: Choosing a Variable for the Chart 
 
Figure 4.35 shows graphically the gender ordering of the level of self-confidence of 
patients with diabetes mellitus. 
 

 
 

Figure 4.35: Gender Distribution of Self-Confidence Levels in the Chart 
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4.4 Statistical Inference 
 
Statistical inference is the process of concluding populations or scientific truths from 
data. There are many modes of performing inference, including statistical modelling, 
data-oriented strategies, and explicit use of designs and randomization in analyses. 
 
Statistical tests can also be chosen according to the variables involved in the 
hypothesis and their distribution (Fig. 4.36). It should be noted that the following 
table represents a simplified visualization of statistical tests that can be used to test 
the hypothesis given the constraints of normal or non-normal distribution. 
 

  Distribution 
Variables Normal (Gaussian) Not normal 
2 descriptive Hi-square test (Crosstabs; Chi-square) 
1 descriptive and 1 
numeric 

Independent samples t-test 
(Compare Means; Independent 

samples t-test) 

Mann-Whitney U Test 
(Nonparametric Tests; Legacy 

Dialogs; 2 Independents 
Samples) 

2 numerical 
(correlation) 

Correlation (Correlate – Biv. – 
Pearson coefficient) 

Correlation (Correlate – Biv. 
Spearman’s coefficient) 

2 numeric (average) t-test dependent samples 
(Compare Means; Paired samples 

t-test) 

Wilcoxonov test (Nonparametric 
Tests; Legacy Dialogs; 2 Related 

Samples) 
 

Figure 4.36: Choosing a Statistical Test Based on the Distribution 
 
4.5 Performing Independent Samples t-Test in SPSS 
 
If we have one numeric variable and one descriptive variable with two classes and 
the distribution is normal, we can use the Independent samples t-test. It is used to 
check whether the mean difference between two groups is statistically significant 
(Mishra, et al., 2019). To perform the Student t-test we should click the following: 
Analyze -> Compare Means -> Independent-Samples t-test (Fig. 4.37).  
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Figure 4.37: First Step in Choosing Independent Samples t-Test 
 
The numerical variable should be placed in the Test variable box, the ordinal variable 
should be placed in the Grouping variable box. We should also define groups, as 
presented: 
 

 
 

Figure 4.38: Choosing Variables When Conducting a t-Test 
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Results are presented in three tables: 
 

 
 

 
 

 
 

Figure 4.39: Results When Conducting a t-Test 
 

First, we check for homogeneity of variance. To test for homogeneity of variances, 
we will use the results of Levene’s test. If the p-value of Levene’s test is greater than 
0.05, it means that there are no differences in variances between the two groups and 
we print the results from the top row. A p-value for the Levene’s test of less than 
0.05 represents a significant difference between variances. We take the result from 
the row below. 
 
Here is an example of how the results are reported: Based on Levene's test for 
homogeneity of variances, we found that the assumption of homogeneity of 
variances for self-confidence score was appropriate for male and female participants 
(p=0.618). The difference in mean self-confidence score between males and females 
is not statistically significant (M=-3.300; 95% CI [-9.505; 2.904]; p = 0.294).  
 
4.6 Performing the Kruskal Wallis Test in SPSS 
 

If you have one numeric variable and one descriptive variable with more than two 
classes, and the distribution is not normal, choose the Kruskal Wallis test. To 
perform the Kruskal Wallis test we should click the following: Analyze -> 
Nonparametric Test -> Legacy Dialogs -> K Independent Samples. 
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Figure 4.40: First Step in Choosing Kruskal Wallis Test 
 
The numerical variable should be placed in the Test variable box, the ordinal variable 
should be placed in the Grouping variable box. We should also define groups, based 
on how many classes are included: 
 

          
 

Figure 4.41: Choosing Variables When Conducting Krusal Wallis Test 
  



52 ADVANCED QUANTITATIVE RESEARCH METHODS IN NURSING 
 
Results are presented in two tables: 
 

 
 

Figure 4.42: Results When Conducting Krusal Wallis Test 
 
The results can be reported as follows: Based on the Kruskal Wallis Test, we found 
that an assessment of the participant's current state of health statistically affects the 
self-confidence score (χ2 = 20.999; p < 0.001).  
 
4.7 Performing the ANOVA Test in SPSS 
 
If you have one numeric variable and one descriptive variable with more than two 
classes, and the distribution is normal, choose the ANOVA test. To perform the 
ANOVA test, we should click the following: Analyze -> Compare Means -> One-Way 
ANOVA. We can also run a post-hoc test to see which variables are statistically 
significantly different. 
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Figure 4.43: First Step in Choosing ANOVA Test 
 
Then, we should choose one numerical and one descriptive variable.  
 

 
 

Figure 4.44: Choosing Variables When Conducting ANOVA Test 
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Figure 4.45: Results When Conducting ANOVA Test 
 
The results can be reported as follows: Based on ANOVA, we found that the test is 
not statistically significant (F(2, 126)=338.980; p=0,124). 
 
4.8 Performing the Correlation Test in SPSS 
 
Correlations are used when we are measuring a linear relationship between two 
numerical variables. In the case of a normal distribution, we use the Pearson 
correlation coefficient, and in the case of an unequal distribution, we use the 
Spearman correlation coefficient.  
 
To perform the correlation test we should click the following: Analyze -> Correlate -
> Bivariate: 
 

 
 

Figure 4.46: First Step in Choosing Correlation Test 
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Then, we should choose two numerical variables and correlation coefficient: 
 

 
 

Figure 4.47: Choosing Variables When Conducting Correlation Test 
 

Results are presented in the table (Fig. 4.48): 
 

 
 

Figure 4.48: Results When Conducting Correlation Test 
 

Figure 58 explains the correlation values: 
 

Value Explanation 
-1 Perfect linear relationship (negative) 
-0.70 Very strong correlation (negative) 
-0.40 Medium or moderate correlation (negative) 
-0.10 Very high or very strong downward correlation (negative) 
0.00 No coherence 
+0.10 Low or weak connectedness (positive) 
+0.40 Medium or moderate (positive) 
+0.70 Very strong correlation (positive) 
+1 Full or functional connectivity (positive) 

 
Figure 4.49: Explanation of Correlation Value 
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The results can be reported as follows: The Pearson’s correlation test did not show 
a correlation between age and self-care confidence score. Age and self-care 
confidence scores are not statistically significantly correlated (rs=-0.076; p=0.430).  
 
4.9 Performing the Chi-Square Test in SPSS 
 
To compare two independent descriptive variables, we can use the Chi-square test 
and Fisher's exact test. The Chi-square test is applied assuming a large sample size, 
while the Fisher exact test is applied to small samples. The Fisher exact test is 
generally used for small samples, but can also be used for larger samples (Kim, 2017). 
 
To perform the Chi-square test in the SPSS, we should click the following: Analyze 
-> Descriptive Statistics -> Crosstabs 
 

 
 

Figure 4.50: First Step in Choosing Chi-Square Test 
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Both variables are ordinal, one should be placed in the Row and the other in the 
Column. Then we should click on Statistics to choose the Chi-square test: 
 

              
 

Figure 4.51: Choosing Variables When Conducting Chi-Square Test 
 
Results are presented in tables: 
 

 
 

Figure 4.52: Results When Conducting Chi-Square Test 
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The results can be reported as follows: Based on a Chi-square test, there is no static 
association between gender and diabetes knowledge (p=0.297).  
 
4.10 Performing the Mann-Whitney U Test in SPSS 
 
If you have one numeric variable and one descriptive variable with two classes and 
the distribution is not normal, use the Mann-Whiteney U test. To perform the Mann-
Whiteney U test, we should click the following: Analyze -> Nonparametric Tests -> 
Legacy Dialogs -> 2 Independent Samples. 
 

 
 

Figure 4.53: First Step in Choosing Mann-Whiteney U Test 
 

The numerical variable should be placed in the Test variable box, the ordinal variable 
should be placed in the Grouping variable box. We should also define groups as 
presented: 
 

 
 

Figure 4.54: Choosing Variables When Conducting Mann-Whiteney U Test 
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Results are presented in tables: 
 

 
Figure 4.55: Results When Conducting Mann-Whiteney U Test 

 
The results can be reported as follows: The Mann-Whitney U test showed that there 
is a statistical effect of knowledge about diabetes self-care and management on 
confidences score (U=441.500; p<0.001).  
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5 Regression 
 
 

 This chapter introduces the characteristics of regression, with detailed discussions 
of linear regression, logistic regression and multiple regression. In addition to the 
theoretical background for each type of regression, practical guidance is provided 
on how to perform these regression analyses using SPSS software. The learning 
objectives of this chapter are to enable the reader to understand the basic concepts 
of the different types of regression, including their application and interpretation of 
results. The practical part of the chapter will teach the reader how to use SPSS to 
perform linear, logistic and multiple regression. This includes preparing the data, 
setting up the analyses and interpreting the output. In this way, the chapter will 
provide the reader with a comprehensive understanding of the different regression 
techniques and how they can be applied in practice. 

 

 
Regression is a method by which we want to test the relationship between two 
numerical variables. We have univariate, bivariate, and multivariate regression 
analysis at our disposal. Regression is also distinguished according to the type of 
dependent variable: regression-numerical (normally distributed) and logistic 
regression (the dependent variable has a binomial distribution). Regression can also 
be linear or nonlinear (square, cubic, exponential, ...). 
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5.1 Linear Regression 
 
Simple (simple, bivariate) linear regression tests the dependence of random variables. 
The regression function represents the regression line. The variable being predicted 
is called the dependent variable. The variable used to predict the other variable is 
called the independent variable. This relationship or model can be written in the 
form of an equation: 
 

Y = α + β · X + ε 
 
Where Y is the (dependent) variable or outcome studied, X is the (independent) 
explanatory variable or predictor, and ε is a random variable (error) whose role is: 
 
a) measurement (rounding) error; 
b) another random deviation from the linear relation Y = α + βX. 
 
We can assume E (ε) = 0. On average, then, a linear relation holds. However, we can 
also assume that ε ∼ N (0, σ) for some unknown deviation σ. 
 
A sample of size n is n pairs of measurements (Xi, Yi). They are obtained by n 
replications of a random experiment. 
 
The parameters of the model α and β are estimated so that the line Yb = α + βX fits 
the data as closely as possible. 
 
The regression line (y ') can be written as y' = a + bx. We can draw several regression 
lines between the points that will fit these points. It is necessary to determine the 
criteria that will determine which line best fits the given points. 
 
The parameter a determines where the regression line intersects the ordinate, a = Y 
(0), so Y has the value of a when X has the value 0, b determines the slope of the 
line (positive or negative connection and connection strength). b is called the 
regression coefficient. It tells how much the value of Y changes if X changes by one 
unit. If b = 0, then Y does not depend on X (the variable Y is a constant for which 
the value of the variable X has the same value, i.e. Y ’= a). 
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Most commonly, we use the least-squares method, which requires that the sum of 
the squares of the deviations from the regression line be minimal. 
 
Performing regression analysis also includes certain steps: verification of certain 
assumptions, verification of the reasonableness of the model, and interpretation of 
regression coefficients. 
 
Assumptions for performing linear regression are: 
 

− Variables must be measured at a continuous level. 
− The variables must be independently observable of each other.  
− The residuals (errors) of the best-fitting regression line have a normal 

distribution. 
− The ratio between X and Y is linear; a linear relationship between the two 

variables is expected). To check whether a linear relationship exists can create a 
scatterplot that may look like one of the following: 
 

 
 

Figure 5.1: Linear Regression 
 

− Y values are normally distributed around the regression line, and there are 
no significant outliers: 
 

 
 

Figure 5.2: Outlier Regression 
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− The scattering of Y is constant around the regression line, and data show 

homoscedasticity: 

 
 

Figure 5.3: Heteroscedasticity Regression 
 
− observations are independent. 
 
Before performing the analysis, the listed assumptions must be verified. 
 
Graphic display 
 
− Spread diagrams are used to show the relationship of two numerical variables. 

From the scattering graph, we can understand the pairs drawn as points in the 
coordinate system. 

− Responsible surfaces. 
 
We estimate the regression constant (a) and the regression coefficient (b) when 
interpreting the model. 
 
To judge how good the regression model (regression function) is, we check: 
 
− Determination coefficient (share of explained variance) – a quality indicator of 

the description of the dependence between the variables with a regression line. 
− Standard estimation error - an indicator of the quality of predicting the value of 

a dependent variable using a regression line. 
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5.2 Steps to Conduct the Linear Regression in SPSS 
 
To perform the linear regression, we should click the following: Analyze -> Regression 
-> Linear. 
 

 
 

Figure 5.4: First Step When Choosing Linear Regression 
 
Transfer the independent variable (e.g., confidences score), into the Independent(s) 
box and the dependent variable (e.g., age), into the Dependent box.  
 

 
 

Figure 5.5: Choosing Variables When Conducting Linear Regression 
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To check the above stated assumptions, the researcher can use the Statistics and 
Plots features and then select the appropriate options within these two dialogue 
boxes.  
 
Click on the OK button and generate the results. 
 
The first table is the Model Summary table: 
 

 
 

Figure 5.6: Results (Model Summary) of Linear Regression 
 
This table provides the R and R2 values. The R value represents the simple 
correlation and is 0.076 (the "R" Column), indicating the variables are unrelated. If 
R is close to -1 it means that there is a negative correlation between the variables, if 
R is close to 0 it means that the variables are uncorrelated, if R is close to 1 it means 
that the variables have a positive linear relationship between the two variables. 
 
The R2 value (the "R Square" column) indicates how much of the total variation is 
in the dependent variable. In this case, 0.6% can be explained as very low. 
 

 
 

Figure 5.7: Results of Normal P-P Plot of Regression 
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The next table is the ANOVA table, which reports how well the regression equation 
fits the data: 
 

 
 

Figure 5.8: Results (ANOVA) of Linear Regression 
 
This table indicates that the regression model predicts the dependent variable 
significantly well. How do we know this? Look at the "Regression" row and go to 
the "Sig." column. This value indicates the statistical significance of the regression 
model that was run. Here, p = 0.430, indicates that, overall, the regression model 
does not statistically significantly predict the outcome variable (i.e., it is not a good 
fit for the data). 
 
The Coefficients table provides us with the necessary information to predict total 
confidence score from age, as well as determine whether income contributes 
statistically significantly to the model (by looking at the "Sig." column): 
 

 
 

Figure 5.9: Results (Coefficients) of Linear Regression 
 
5.3 Logistic Regression 
 
The logistic regression predicts the probability that a variable falls into one of two 
dichotomous dependent variable categories based on one or more independent 
variables. 
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In the logistic regression, the following assumptions must be met: 
 
− The dependent variable must be measured on a dichotomous scale.  
− One or more independent variables, which may be continuous, ordinal or 

nominal, must be included. 
− There must be an independent observation.  
− There must be a linear relationship between all independent variables and a logit 

transformation of the dependent variables (Stoltzfus, 2011; Sperandei, 2014). 
 
5.4 Steps to Conduct the Logistic Regression in SPSS 
 
To perform the logistic regression, we use the following function: Analyze -> 
Regression -> Binary Logistic.  
 

 
 

Figure 5.10: First Step When Choosing Logistic Regression 
 
In our case, we have a dependent variable, “Enough knowledge about diabetes self-
care and management”, with two categories, “yes, I think I have sufficient 
knowledge” and “no, I don't think I have enough knowledge’, and five independent 
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variables, gender, employment status, assessment of current health status, family 
history of diabetes, level of self-confidences. We use the "Enter" method that is 
commonly used for standard regression analysis (Fig. 5.11). You can choose from 
the following methods: Enter, Forward: Conditional, Forward: LR, Forward: Wald, 
Backward: Conditional, Backward: LR, Backward: Wald. The differences between 
the methods are in how they add or remove variables from the model. The enter 
method includes all predictor variables simultaneously without selection. In forward 
methods, the algorithm starts with an empty model and gradually adds predictors 
one by one until no more significant improvement is observed. Backward methods 
start with a full model including all possible predictors and gradually remove 
predictors one by one until no significant improvement is observed. 
 

 
 

Figure 5.11: Choosing Variables When Conducting Logistic Regression 
 
Next table contains the Cox & Snell R Squared and Nagelkerke R Squared values, 
which are both methods for calculating a variation (Fig. 5.12). The variance of the 
dependent variable in our model ranges from 22.1% to 32.4%. 
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Figure 5.12: Results (Model Summary) of Logistic Regression 
 
The logistic regression estimates the probability that an event will happen, so in our 
case, whether a person will have enough knowledge about diabetes self-care and 
management. 
 
Table index states, "The cut value is 0.500". This means that if the probability of a 
case being classified as "yes" is greater than 0.500, then that case is classified as "yes". 
Otherwise, the case is classified as "no" (as mentioned earlier). 
 
In our case, the model classified the 39 people who thought they had sufficient 
knowledge about diabetes self-care and management into the appropriate group. It 
classified four people into the group with insufficient knowledge. When classifying 
persons with enough knowledge about diabetes self-care and management, the 
accuracy was 90.7%. 10 people who did not have enough knowledge were 
inappropriately classified as having enough knowledge. Five people were 
appropriately classified as not having enough knowledge. The model accuracy value 
was 33.3%. The overall model correctness was 75.9%.  
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Figure 5.13: Results (Classification Table) of Logistic Regression 
 
Figure 5.14 shows the contribution of each independent variable to the model and 
its statistical significance.  
The Wald test (column " Wald ") is used to determine the statistical significance for 
each of the independent variables. In our case, none of the variables are statistically 
significant. 
 

 
 

Figure 5.14: Results (Variables in the Equation) of Logistic Regression 
 
5.5 Multiple Regression 
 
We speak of a multiple regression when a random variable depends on more than 
one explanatory variable. The variable we want to predict is called the dependent 
variable; the variables we are using to predict the value of the dependent variable are 
called the independent variables. 
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The multiple regression also allows you to determine the overall fit (variance 
explained) of the model and the relative contribution of each of the predictors to 
the total variance explained.  
 
Assumptions for performing multiple regression are: 
 
− The dependent variable should be measured on a continuous scale (i.e., it is 

either an interval or ratio variable).  
− Two or more independent variables must be included, which can be either 

continuous (i.e., an interval or ratio variable) or categorical (i.e., an ordinal or 
nominal variable).  

− There should be independence of observations (i.e., independence of residuals), 
which we can easily check using the Durbin-Watson statistic. 

− There needs to be a linear relationship between: 
− (a) the dependent variable and each of your independent variables,  
− (b) the dependent variable and the independent variables collectively.  

− Data needs to show homoscedasticity, which is where the variances along the 
line of best fit remain similar as you move along the line.  

− Data must not show multicollinearity, which occurs when you have two or more 
independent variables that are highly correlated with each other.  

− There should be no significant outliers, high leverage points, or highly influential 
points.  

− We need to check that the residuals (errors) are approximately normally 
distributed (we explain these terms in our enhanced multiple regression guide).  

 
5.6 Steps to Conduct the Multiple Regression in SPSS 
 
Click Analyze -> Regression -> Linear:  
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Figure 5.15: First Step When Choosing Multiple Regression 
 
Transfer the dependent variable (i.e., Confidences score) into the Dependent: box 
and the independent variables (i.e., age, gender, education, family history of 
diagnosed disease, marital status, assessment of current health status, sufficient 
knowledge of diabetes self-care and management) into the Independent(s): box:  

 
 

Figure 5.16: Choosing Variables When Performing Multiple Regression 
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Click on the  button: 
 

 
 

Figure 5.17: Statistics Options When Performing Multiple Regression (1) 
 
In addition to the options that are selected by default, select Confidence intervals in 
the –Regression Coefficients– area, leaving the Level (%): option at "95": 
 

 
 

Figure 5.18: Statistics Options When Performing Multiple Regression (2) 
 
Click on the button. You will be returned to the Linear Regression dialogue box. 
Click on the button. This will generate the output. 
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The first table is the Model Summary table. This table provides the R, R2, 
adjusted R2, and the standard error of the estimate, which can be used to determine 
how well a regression model fits the data: 
 

 
 

Figure 5.19: Results (Model Summary) of Multiple Regression 
 

The "R" column represents the value of R, the multiple correlation 
coefficient. R can be considered to be one measure of the quality of the prediction 
of the dependent variable, in this case, the confidence score. A value of 0.725, in this 
example, indicates a middle level of prediction. The "R Square" column represents 
the R2 value (also called the coefficient of determination), which is the proportion 
of variance in the dependent variable that can be explained by the independent 
variables (technically, it is the proportion of variation accounted for by the regression 
model above and beyond the mean model). You can see from our value of 0.525 
that our independent variables explain 52.5% of the variability of our dependent 
variable, the confidence score.  
 
The F-ratio in the ANOVA table (Fig. 5.20) tests whether the overall regression 
model is a good fit for the data. The table shows that the independent variables 
statistically significantly predict the dependent variable, F (7, 53) = 8.381, p<0.001. 
 

 
 

Figure 5.20: Results (ANOVA) of Multiple Regression 
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The general form of the equation to predict blood sugar from age, gender, 
education, family history of the diagnosed disease, marital status, assessment of 
current health status, and sufficient knowledge of diabetes self-care and management 
is: 
 
− predicted confidences score = 111.437 + (0.067 x age) + (3.614 x gender) + 

(0.155 x education) + (0.124 x family history of diabetes) + (1.166 x marital 
status) - (7.878 x assessment of health status) - (20.753 x knowledge)  

 
This is obtained from the Coefficients table (Fig. 5.21): 
 

 
 

Figure 5.21: Results (Coefficients) of Multiple Regression 
 
Unstandardized coefficients indicate how much the dependent variable varies with 
an independent variable when all other independent variables are held constant. 
Consider the effect of age in this example. The unstandardized coefficient, B1, 
for age, is equal to 0.067 (see Coefficients table). This means that for each one-year 
increase in age, there is a decrease in confidence score of 0.067. 
 
You can test for the statistical significance of each of the independent variables. This 
tests whether the unstandardized (or standardized) coefficients are equal to 0 (zero) 
in the population. If p<0.05, you can conclude that the coefficients are statistically 
significantly different to 0 (zero). The t-value and corresponding p-value are in the 
"t" and "Sig." columns.
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6 Questionnaire Validation 
 
 

 The chapter covers the steps of back translating a questionnaire, developing the 
questionnaire and validating the questionnaire. It also presents ways of assessing 
the reliability and validity of a questionnaire. The learning objectives of this chapter 
are to enable the reader to understand the whole process of questionnaire 
development, including back-translation techniques to ensure the linguistic and 
cultural appropriateness of the questionnaire. The reader will be introduced to the 
key steps in questionnaire design, such as determining the content, structure and 
format of the questions. In addition, the chapter will introduce the reader to 
validation methods, which include checking that the questionnaire measures what 
it is intended to measure. An important part of the chapter will also present ways 
of assessing the reliability and validity of the questionnaire. 

 

 
6.1 Questionnaire Translation 
 
Back-translation is necessary for the use of the questionnaire in the local 
environment. The original questionnaire should be translated into the target 
language by at least two independent translators. It is recommended that both 
translators are native speakers of the target language. This step is followed by a back-
translation. The translated questionnaire should be translated back into the source 
language by a second independent translator. The re-translated questionnaire in the 
original language is checked against the original questionnaire to identify any 
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discrepancies. This step is crucial to ensure an accurate translation of the 
questionnaire (Tyupa, 2011; Behr, 2017). 
 
6.2 Questionnaire Development 
 
Steps in the process of questionnaire development (Tsang, et al., 2017): 
 
− Identify the dimensionality of the construct. 
− Determine the format in which the questionnaire will be administered. 
− Determine the item format. 
− Item development. 
− Determine the intended length of the questionnaire. 
− Review and revise the initial pool of items. 
− Preliminary pilot testing. 

 

 
 

Figure 6.1: Questionnaire Translation Steps 
 
6.3 Reliability vs. Validity 
 
Reliability is the extent to which the outcomes are consistent when the experiment 
is repeated more than once (Watson, 2015). 
 
Internal consistency reflects the extent to which the questionnaire items are 
intercorrelated or whether they are consistent in measuring the same construct. 
Internal consistency is commonly estimated using the coefficient alpha - known as 
Cronbach's alpha. 
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Cronbach's alpha ranges from 0 to 1 (when some items are negatively correlated 
with other items in the questionnaire, it is possible to have negative values of 
Cronbach's alpha). 
 
6.4 Test-Retest Reliability 
 
Test-retest reliability refers to the extent to which individuals’ responses to the 
questionnaire items remain relatively consistent across repeated administration of 
the same questionnaire or alternate questionnaire forms. The correlation between 
the two questionnaires’ responses can be referred to as the coefficient of stability. A 
larger stability coefficient indicates stronger test-retest reliability, reflecting that 
measurement error of the questionnaire is less likely to be attributable to changes in 
the individuals’ responses over time (Yen & Lo, 2002). 
 
6.5 Inter-Rater Reliability 
 
For questionnaires in which multiple raters complete the same instrument for each 
examinee (e.g., a checklist of behaviour/symptoms), the extent to which raters are 
consistent in their observations across the same group of examinees can be 
evaluated. This consistency is referred to as inter-rater reliability or inter-rater 
agreement. Validity is the extent to which the instruments that are used in the 
experiment measure exactly what you want them to measure. The validity of a 
questionnaire is determined by analysing whether the questionnaire measures what 
it is intended to measure (Hallgren, 2012). 
 
6.6 Content Validity 
 
Content validity refers to the extent to which the items in a questionnaire are 
representative of the entire theoretical construct the questionnaire is designed to 
assess. The experts judge whether the questionnaire items are adequately measuring 
the construct intended to assess and whether the items are sufficient to measure the 
domain of interest. Several approaches to quantify the judgment of content validity 
across experts are also available, such as the content validity ratio and content 
validation form. 
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Figure 6.2: Example Items to Assess Content Validity 
 
Figure 6.3 shows the division of CVI (content validity) into CVI for a single index 
and CVI for the whole scale (Polit, et al., 2007). 
 

 
 

Figure 6.3: Content Validity Index 
 
For the content checks, we prepare a content assessment form (Fig. 6.4) for the 
team of experts who will carry out the review. It is recommended to use the 
evaluation form (Fig. 6.5). 
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The selection of experts for the review is based on the individual's knowledge and 
expertise on the topic. Researchers recommend that the number of content 
reviewers should be at least six and no more than ten (Yusoff, 2019). 
 

 
 

Figure 6.4: Example of Guidance for Assessing the Relevance of Questions for Content 
Validation by Experts 

 

 
 

Figure 6.5: Example of a Form for Assessing the Relevance of Content by Experts 
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The results are then used to calculate I-CVI (item content validity index), S-
CVI/Ave (scale-level content validity index based on the average method) and S-
CVI/AU (scale-level content validity index based on the universal agreement 
method). 
 
We scored 1 if the experts rated the items 3 (partially relevant) or 4 (fully relevant) 
and 0 if the experts rated them 1 (not relevant) or 2 (partially relevant).  
 
Experts agree: represents the sum of all experts who agreed, i.e., gave a rating of 3 
or 4. In our example, 5 experts agreed on Q1 (1+1+1+1+1+1+0=5) 
 
I-CVI: Percentage of content experts who rated the relevance of the element as 3 
or 4. In our case, I-CVI for Q21 is calculated as 5 divided by 6 experts and is 0.83. 
 
Formula: I-CVI = (number of items rated 3 or 4)/(number of experts) 
 
General agreement (UA): We score 1 for those questions where all experts agree. In 
our case, such questions were Q4, Q5, Q7 and Q9. 
 
S-CVI/Ave: The average of the I-CVI scores for all items on the scale, or the 
average of the proportion of importance scored by all experts. The relevance score 
is the average of the relevance scores given by each expert. 
 
Formula: S-CVI/Ave = (sum of I-CVI scores)/(number of items); 
S-CVI/Ave = (sum of relative importance ratings)/(number of experts) 
 
S-CVI/UA: the proportion of items in the scale that achieve a relevance score of 3 
or 4 across all experts. The universal agreement (UA) score is given as 1 if the item 
achieved 100% expert agreement. Otherwise, the UA score is given as 0. 
 
Formula: S-CVI/UA = (sum of UA scores)/(number of items) (Yusoff, 2019). 
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Figure 6.6: Calculation of I-CVI and S-CVI 
 
6.7 Construct Validity 
 
Construct validity is the most important concept in evaluating a questionnaire that 
is designed to measure a construct that is not directly observable (e.g., pain, quality 
of recovery). If a questionnaire lacks construct validity, it will be difficult to interpret 
results from the questionnaire, and inferences cannot be drawn from questionnaire 
responses to a behaviour domain. The construct validity of a questionnaire can be 
evaluated by estimating its association with other variables (or measures of a 
construct) with which it should be correlated positively, negatively, or not at all 
(Smith, 2005; Bhandari, 2022). 
 

 
 

Figure 6.7: Construct Validity Process 
Source: (Warren, et al., 2018) 
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7 Reliability Analysis 
 
 

 The chapter introduces reliability analysis, including intraclass correlation 
coefficient (ICC) and Cronbach's alpha, and the practical implementation of these 
analyses in SPSS software. The learning objectives of this chapter are to enable the 
reader to understand the key concepts and methods for assessing the reliability of 
survey questionnaires. The reader will learn how to use ICC to measure inter-rater 
reliability and Cronbach's alpha to assess the internal consistency of a questionnaire. 
The chapter also provides practical guidance on how to perform these analyses in 
SPSS. 

 

 
The following sections consider, in turn: inter-rater reliability, test-retest reliability, 
and intra-rater reliability. These methods are all based on correlation between sets 
of measurement, and the test of choice for each is selected from one of a range of 
forms on intraclass correlations (ICCs) (Koo & Li, 2016). These have replaced other 
measures of reliability based on correlation, such as Pearson’s r and the Kappa 
statistic, which were previously used. The reason that ICCs are preferred is that, as 
opposed to these other tests of correlation is that ICCs measure both the correlation 
between two sets of measurement (raters or ratings) and measure the degree of 
agreement between the two sets of measurement. 
 
There are 10 different forms of ICC, but in the following, we will consider only the 
three that are most common and required to test these forms of reliability rigorously. 
ICCs are described in terms of ‘model’, ‘type’ and ‘definition’. These depend, 
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respectively, on whether we are: 1. dealing with the same raters between ratings or a 
random sample of raters; 2. are we using the mean value of several raters or values 
from single raters; and 3. are we interested in consistency between raters or absolute 
agreement. For an excellent and detailed consideration of ICCs, consult Koo and Li 
(2016). As a rule of thumb, we are normally concerned with single-rater 
measurements. Where different raters are involved in rating the same phenomenon 
(inter-rater reliability), it is sufficient to look at consistency between measurements, 
but where the same raters are involved (test-retest reliability and intra-rater 
reliability), then we need to look at absolute agreement between ratings. 
 
ICCs are normally expressed with 95% confidence intervals, and values, which lie 
between 0 – 1, are conventionally interpreted as follows: 
 

 
 

Figure 7.1: Cronbach Alpha Value and Reliability Level 
 
7.1 Intraclass Correlations 
 
Click Analyze > Scale > Reliability analysis, as shown in Figure 7.2: 
 

 
 

Figure 7.2: First Step When Conducting Reliability Level 
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Transfer the selected variables. Leave the model Alpha, as this is the command to 
run Cronbach's Alpha. Select the options highlighted in Figure 7.3. 
 

      
 

Figure 7.3: Choosing Variables When Performing Reliability Analysis 
 
The first table of results presents the reliability, which is shown by the actual value 
for Cronbach's alpha. For our questionnaire, the Cronbach alpha is 0.780, which 
represents good reliability.  
 

 
 

Figure 7.4: Reliability Statistic Analysis (Cronbach’s Alpha) 
 
The most important column in the table is "Cronbach's Alpha if Item Deleted". This 
column represents the value of Cronbach's alpha if this item were to be deleted (Fig. 
7.5). 
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Figure 7.5: Item-Total Statistics (“Cronbach’s Alpha if Item Deleted”) 
 
7.2 Inter-Rater Reliability 
 
For questionnaires in which multiple raters complete the same instrument for each 
examinee (e.g., a checklist of behaviour/symptoms), the extent to which raters are 
consistent in their observations across the same group of examinees can be 
evaluated. This consistency is referred to as inter-rater reliability or inter-rater 
agreement. Normally, we are concerned with being able to extrapolate our results to 
the general population from a randomly selected group of raters, and the appropriate 
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form of ICC to test this is a Two-way random effects model with consistency based 
on single raters. If we were only specifically interested in the particular group of 
raters participating in our study, we would use a mixed-effects model. 
 
Click Analyze > Scale > Reliability analysis, as shown in Figure 7.6: 
 

 
 

Figure 7.6: First Step When Conducting Reliability Level 
 

      
 

Figure 7.7: Reliability Analysis: Statistics 
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Figure 7.8 shows the results of the reliability analysis.  
 

 
 

Figure 7.8: Results of the Reliability Analysis 
 
7.3 Test-Retest Reliability 
 
Test-retest reliability refers to how individuals’ responses to the questionnaire items 
remain relatively consistent across repeated administration of the same questionnaire 
or alternate questionnaire forms. The appropriate form of ICC to use here is a Two-
way mixed effects model with absolute agreement based on single raters. 

 
 

Figure 7.9: First Step When Conducting the Test-Retest Reliability 
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Figure 7.10: Test-Retest Reliability 
 
Figure 7.11 shows the results of the test-retest reliability analysis. 
 

 
 

Figure 7.11: Result of the Test-Retest Reliability 
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7.4 Intra-Rater Reliability 
 
Intra-rate reliability refers to the extent to which individuals rate the same 
phenomenon and remain relatively consistent across repeated ratings. As with test-
retest reliability, the appropriate form of ICC to use here is a Two-way mixed effects 
model with absolute agreement based on single raters. 
 

 
 

Figure 7.12: First Step When Conducting the Intra-Rater Reliability 
 

   
 

Figure 7.13: Intra-Rater Reliability 
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Figure 7.14: Result of the Intra-Rater Reliability 
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8 Factor Analysis 
 
 

 This chapter introduces factor analysis, including a detailed explanation of the basic 
concepts, the steps to perform principal component analysis (PCA) in SPSS 
software, and the interpretation of the results. The learning objectives of this 
chapter are to enable the reader to understand the concepts and methods associated 
with factor analysis, particularly PCA. The reader will learn about the purpose and 
usefulness of factor analysis in exploring data and will gain practical skills in 
performing PCA in SPSS and interpreting the results. 

 

 
Factor analysis aims to reduce the dimensionality of the original space and to give 
an interpretation of the new space, which includes a reduced number of new 
dimensions that are supposed to be the basis for the old ones (Rietvel & van Hout, 
1993, p. 254). It is used in areas such as medicine and nursing, economics, 
behavioural and social sciences, and geography (Yong & Pearce, 2013). Different 
methods of factor analysis are presented in Figure 8.1.  
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Figure 8.1: Types of Factor Analyses 
 
There are a few methods to verify the adequacy of factor analysis (Nakazawa, 2011): 
 
− criteria for the adequacy of the sample size, 
− Kaiser-Meyer-Olkin (KMO) sampling adequacy criteria, which test whether a 

large number of factors exist in a data set, 
− Bartlett’s sphericity test, which tests the hypothesis that the correlations between 

the variables are greater than would be accidentally expected. 
 
Commonly used analysis is Principal Components Analysis (PCA). It is a 
multivariate data reduction technique that aims to find a new set of variables that is 
equal in number to the original set of variables, with these synthetic variables not 
related (Rossiter, 2017). PCA is used to extract maximum variance from the data set 
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with each component to reduce a large number of variables into a smaller number 
of their weighted sums (components). PCA is conceptually different from factor 
analysis but is often used synonymously in practice. 
 
PCA can be used for different purposes: 
 
− If we have a large number of variables (questions/statements in a questionnaire) 

and we believe that some of the variables measure the same 
phenomenon/construct; if we find a high correlation between the variables, we 
can include only those variables that best represent the construct, and remove 
the rest. 

− This method can be used when we want to create a new 
questionnaire/measurement scale, but we are not sure that all the variables 
(questions/statements) we have included in our tool measure the same 
construct. This way, we can make sure that the variables we have included are 
sufficiently representative or that we need to remove them.  

− In the case where we want to include as few variables (questions/statements) as 
possible in an existing questionnaire/measurement scale to shorten it. 

 
To carry out a PCA, the following assumptions must be met: 
 
− Our data must include several variables that must be measured continuously 

(ordinal variables are often used). 
− There must be a linear relationship between all variables.  
− A sufficiently large sample size is needed to ensure the reliability of the results 

obtained. As a general rule, a minimum of 150 cases is recommended, or 5 to 
10 cases per variable.  

− The data must be suitable for data reduction, meaning there must be an adequate 
correlation between the variables for them to be reduced.  

− There must be no significant outliers in the variables. 
 
8.1 Steps to Conduct PCA in SPSS 
 
We eliminate n components and decide on a number. Criteria (by relevance): 
 

1. substantive meaningfulness, 



98 ADVANCED QUANTITATIVE RESEARCH METHODS IN NURSING 
 

2. scree plot, 
3. Desired eigenvalue> 1. 

 
If more than one component is eliminated, as a rule, we rotate - repeat the analysis 
with the appropriate number of eliminated components. 
Orthogonal rotations (e.g., Varimax): uncorrelated components, fewer inappropriate 
solutions. 
Oblique-angle rotations (e.g., direct oblimin): a simpler interpretation. If the 
correlations between the components are low (e.g., <0.1), we prefer to use Varimax. 
 
We interpret the rotated components in terms of content ("what variables with high 
absolute saturations" have in common). 
 
We calculate component achievements if desired: 
 
− Descriptives: Univariate descriptives, correlations, reproduced correlations, 

etc. 
− Important: At least some correlations should be at least medium-high. 
− Extraction: The process of extracting components. 
− Method: Principal components. 
− Extract: The number of components extracted (in the non-rotated solution 

anyway - you can start n). 
− Display: Scree-plot (number of "large" components). 
− Analyse: If variables with a higher variance are to have a greater effect on the 

results, we analyse the covariance matrix (usually for item analysis), otherwise 
correlatively (usually for test analysis). 

− Rotation: Rotation selection. 
− Loading plot: Draws a pattern and not correlations (structure) when rotating 

it at an angle. 
− Scores: Save as variables: calculating people's achievements. 
− Display factor score coefficient matrix: displays weights for calculating 

components. 
 
In the following text, the process of conducting PCA in SPSS is presented in figures. 
To perform the PCA we should click the following: Click Analyze -> Dimension 
Reduction -> Factor. 
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Figure 8.2: First Step when Choosing PCA 
 

Select the variables and specify the appropriate settings, as shown in Figure 8.3. 
 

 
 

Figure 8.3: Choosing the Right FA Method 
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This table shows two tests that indicate the suitability of the data for FA 
implementation. Kaiser-Meyer-Olkin is a statistic that shows the proportion of 
variance in variables that can be caused by underlying factors. High values (close to 
1.0) generally indicate that FA is beneficial. If the value is less than 0.50, FA results 
are unlikely to be useful. Bartlett's test of sphericity tests the hypothesis that variables 
are unrelated and, therefore, unsuitable for FA. Small values (less than 0.05) of 
significance level indicate that FA is beneficial. 
 

 
 

Figure 8.4: KMO and Bartlett’s Test 
 
Eigenvalue presents the quality of the result; a higher result means higher quality.  

 
 

Figure 8.5: Table of Components and Eigenvalues 
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Figure 8.6: Item Correlations 
 
Utilities can range from 0 to 1. Higher values mean that a larger proportion of the 
variance of a particular variable can be explained by other variables. These are more 
reliable (Fig. 8.7). 
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Figure 8.7: The Utility Matrix 
 
The rotated component matrix tells us which variables are most strongly associated 
with each component. 
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Figure 8.8: Component and Rotated Component Matrix 
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