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The growing prevalence of AI systems in society, has also 
prompted a growth of AI systems in the public sector. There are 
however ethical concerns over the impact of AI on society and 
how this technology can impact public values. Previous works 
do not connect public values and the development of AI. To 
address this, a method is required to ensure that developers and 
public servants can signal possible ethical implications of an AI 
system and are assisted in creating systems that adhere to public 
values. Using the Research pathway model and Value Sensitive 
Design, we will develop a toolbox to assist in these challenges 
and gain insight into how public values can be embedded 
throughout the development of AI systems. 
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1 Introduction 
 
Within the public sector, the growing reliance on digitalization has prompted the rise 
of e-government. A domain of research within public administration focussed on 
utilizing digital applications in various aspects of the public domain (Bannister & 
Connolly, 2014). The implementation of these digitalisation applications is not 
always successful and can have serious ethical implications. An example is the reveal 
of the NSA surveillance activities which sparked a global debate surrounding the 
balance between the values of privacy and (inter)national security (MacAskill et al., 
2013). More recently in the Netherlands, the child benefit scandal surfaced, where 
the illegitimate use of personal information, led to parents incorrectly being classified 
as fraudulent by algorithms (Autoriteit Persoonsgegevens, 2020). The increasing 
potential of Artificial intelligence (AI) systems has prompted public servants to 
utilize this technology in the public domain but, as the example demonstrates, not 
always with positive outcomes for citizens.  
 
In the proposed AI act, the European Parliament defined several requirements for 
the use of AI in Europe. These also include public values like equality, sustainability, 
and transparency (European Parliament , 2023). The demarcation of what 
constitutes a public value and how these values relate is ambiguous, for example in 
the relation and distinction between transparency and openness (Meijer, 2013; 
Whittlestone et al., 2019). Various researchers state that the development and use of 
technology contain underlying values. Technology is increasingly viewed as a socio-
technical system, which focuses on the reciprocal interaction between humans and 
technology. (Bannister & Connolly, 2014; Flanagan et al., 2008). Achieving values 
like fairness in these socio-technical systems, is only possible when examining both 
the social and technical aspects of a system (Selbst et al., 2019). 
 
Currently, there is a gap between the implementation of AI in the public domain and 
research into public values. To contribute to the implementation of AI systems that 
adhere to public values, this research aims to answer the following question: 
 
How can public values be implemented and validated in Artificial 
Intelligence systems in the public domain? 
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This research question will be inquired from two perspectives. Firstly, the process 
of identifying and operationalizing public values for AI systems and secondly 
developing tools to implement these public values in AI systems or validate their 
presence. 
 
2 Related Work 
 
The concept of embodied values states that a digital application derives its ethical 
value from a combination of its designed properties and its usage (Flanagan et al., 
2008; van de Poel, 2020). This is related is based on two ethical concepts. Firstly, 
normative ethics aims to judge morality and formulate recommendations about how 
to act or live. Secondly, value theory states that we can make evaluations of technical 
artefacts based on ethical values. These values are lasting convictions or matters that 
people feel ‘ought to be.’ (van de Poel & Royakkers, 2011). By using this as the basis 
of an ethical framework, a digital application can be examined on how it contributes 
to or disrupts the presence of a specific normative value. In the coming section, the 
concept of public values and a method for designing AI systems to adhere to values 
are explored. 
 
Within this research, an AI system is defined according to Article 3 of the proposed 
AI act. This definition is useable within the context of e-government as it has 
political support and international recognition. ‘An AI system is a machine-based 
system designed to operate with varying levels of autonomy and that may exhibit 
adaptiveness after deployment and that, for explicit or implicit objectives, infers, 
from the input it receives, how to generate outputs such as predictions, content, 
recommendations, or decisions that can influence physical or virtual environments’ 
(Artificial Intelligence Act, 2024).  
 
2.1 Public Values 
 
Within the field of public administration, there has been a shift towards policy based 
on public values (Molina & McKeown, 2012). The previous economic approach to 
decision-making was criticised, as it did not account for the broader societal impact 
of policy. This slowly evolved into the concept of public interest and prompted 
policymakers to consider public values (Bozeman, 2002). A commonly cited 
definition of public values is: “…values providing normative consensus about (a) 
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the rights, benefits, and prerogatives to which citizens should (and should not) be 
entitled; (b) the obligations of citizens to society, the state, and one another; and (c) 
the principles on which governments and policies should be based” (Fukumoto & 
Bozeman, 2018). This paper looks at public values based on the third aspect of this 
definition.  
 
These public values also apply when we look at IT innovations in the public domain. 
Socio-technical systems have the potential influence and be influenced by values 
(Bannister & Connolly, 2014). Researchers therefore call upon the public sector to 
recognise that technology is not neutral and has underlying values in its usage. This 
is reflected in European regulations like the European Data Protection Act and AI 
Act, which add various ethical obligations (Royakkers et al., 2018). Some researchers 
also reject the notion that there is a one-dimensional set of public values that can be 
defined. Values can overlap, have different meanings depending on the context and 
derive their importance from the social context. A practical approach to deal with 
these conflicts and overlap is to define concrete and measurable conceptualisations 
of public values and make a context-dependent decision on which values to include 
in a system (Wal & Van Hout, 2009). 
 
2.2 Value Sensitive Design 
 
Value Sensitive Design (VSD) was developed as a theoretical approach for designing 
technology that accounts for human values in a principled and comprehensive 
manner through the design process. By investigating a design question from 
conceptual, empirical, and technical perspectives with various techniques, the 
developer can establish ethical requirements for an artefact and develop a plan on 
how to achieve them (Friedman et al., 2013). VSD contains various techniques like 
the stakeholder analysis and value source analysis that can be used in the conceptual 
and empirical investigation to establish stakeholders values and use them in the 
design of an artifact (Friedman et al., 2017). Applying VSD in the design of AI 
systems prompts unique challenges. For example, the capability of some AI systems 
to adjust their behaviour over time, can cause them to disembody a value for which 
it was designed (Tsamados et al., 2022; Umbrello & Yampolskiy, 2022). To account 
for this, a few design methods have been proposed (Sadek et al., 2023). An example 
is Umbrello & van de Poel who expand the scope of VSD to the entire lifecycle of 
an AI system. This method maps the investigations of VSD into four activities: 
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context analysis, value identification, design requirements and prototyping. These 
activities are a cyclical process that go through multiple iterations, as illustrated in 
Figure 1. By utilising these steps throughout the lifecycle of an AI system, the value-
sensitive design process for AI technologies (VSD for AI) allows users to determine 
whether the system still adheres to normative values through its deployment and if 
necessary adjust the system  (Umbrello & van de Poel, 2021). 
 

 
 

Figure 1: Values sensitive design process for AI technologies 
Source: adapted from Umbrello & van de Poel, 2021 

 
There is a gap in linking public values and VSD. There are various papers related to 
the development of AI systems that adhere to values like fairness and transparency, 
but there is little research with a focus on public values. Approaching public values 
as context-dependent phenomenon, allows for VSD to operationalise these public 
values with techniques like stakeholder and value source analysis. This could create 
a practical approach to the development of AI systems that adhere to public values.  
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3 Methodology 
 
To structure the research, the research pathway model is used. In this model, the 
trajectory is positioned in theoretical, conceptual and practical contexts. This ensures 
both scientific rigour and practical relevance. In these contexts; creation, exploration 
and delivery activities are employed (van Beest et al., 2021). 
 
Public values are approached as normative values that systems can be tested against. 
To guide developers and public servants through the actions in VSD for AI, a 
toolbox will be developed. The toolbox will also include an instrument to measure 
the degree to which an AI system embodies various public values. This will allow 
developers and public servants to examine the AI systems periodically and signal 
whether the system still embodies the intended values. The toolbox will consist of 
three main components: 
 

1. A method for mapping relevant public values during the design of an AI 
system 

2. A library of code chunks and design patterns to assist during development. 
3. An instrument for testing and evaluating an AI system on public values. 

In the following section, the structure from the Research Pathway Model will be 
used to examine the development of the toolbox. This is also visualised in Figure 2. 

Creation phase 
 
As the problem has been identified, the project starts by investigating current state-
of-the-art knowledge and assessing the needs of stakeholders. For this task, five 
activities have been identified. To gain insight into the theoretical context 
surrounding public values, a literature review on public values is conducted. This 
will be used as input for a Delphi study. This Delphi study with domain experts is 
used to create an initial prioritization of public values to include in the theoretical 
framework. Based on this prioritization, the values will be conceptualized so norms 
and measures can be identified for each value. In the conceptual context, the 
prototype of the toolbox will be developed with a focus group using techniques and 
principles from VSD as inspiration. Lastly in the practice context, interviews will be 
conducted with AI developers and public servants in the public domain to gain a 
deeper understanding of the context in which the toolbox will be deployed. 
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Exploration phase 
 
The exploration phase consists of an iterative process with three main activities. The 
phase starts by using the input from the creation phase to form the prototype of the 
toolbox. Secondly, the prototype is tested as an experiment with a test and control 
group (Mettler et al., 2014). This experiment will be evaluated on two main measures. 
Firstly, the participants will be interviewed to establish their awareness of the ethical 
implications before and after using the toolbox. Secondly, the final AI system will 
be examined by a focus group of ethics and AI experts to examine whether the 
developed AI system embodies the values that were defined at the start of the 
project. By doing this for the test group who utilized the toolbox and the control 
group who did not, it is possible to establish the validity of the toolbox and examine 
whether participants have an increased ethical awareness surrounding AI systems. 
Lastly, the framework of public values is reevaluated and redefined where necessary. 
The new framework iteration and the outcome of the experiment are used to 
redesign the toolbox for a new iteration. This process is repeated until a final version 
is reached. The protocol for these experiments and evaluations is being developed. 
 
Delivery phase 
 

 
 

Figure 2: Visualisation of the methodology based on the research pathway model with the 
methods used. 
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The delivery phase is concerned with communicating the research results to the 
public. Three main activities are defined. Firstly, the framework of public values in 
AI development will be published as a paper to be used in further research. Secondly, 
the toolbox will be released as an open-source application and be accompanied by a 
paper detailing the development process. Lastly, to ensure that the toolbox will be 
properly maintained, a consortium of partners will be realized from the actors 
involved during the research. This consortium will be tasked with maintaining the 
toolbox and organizing workshops to instruct new parties in how to use the toolbox 
once it has been released.  
 
4 Future development and next steps 
 
The first step is to create an initial framework for public values. Currently, the 
literature review is completed, and a Delphi study is being prepared. In a Delphi 
Study, domain experts are asked about their opinion anonymously about an issue. 
This is done by seeking consensus between the experts over a series of rounds (von 
der Gracht, 2012). Our Delphi study will be conducted with experts in ethics, digital 
ethics, AI and e-government. It consists of two phases. In the first phase, the 
participants receive a list of public values distilled from the literature review. The 
participants are tasked with eliminating overlapping values. Here consensus will be 
defined per public value where the majority must agree on its inclusion in at least 
two consecutive rounds. In the second phase, the participants are tasked with 
ranking the remaining values on importance. This will be done using a tournament 
ranking system, based on the Q methodology (Brown, 1996). Each participant sees 
sets of two public values. For every set, the participant specifies which value is more 
important. Here consensus is reached when after two consecutive rounds, the 
ranking does not shift. The resulting list of public values is used to create the initial 
framework. To operationalize these values, they need to be conceptualized. This 
involves specifying the values to a concrete norm and defining requirements that it 
can be tested against (Veluwenkamp & Van Den Hoven, 2023). To define the norms 
and requirements, a combination of literature, (inter)national laws, interviews with 
domain experts and industry standards will be used. An example would be taking 
the value of privacy, using a norm from the European Data Protection Act and 
linking these to an ISO requirement. This will result in a structured approach to 
operationalizing public values into measurable requirements that AI systems can be 
evaluated against. 
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