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Decision Mining (DM) is increasingly gaining attention from 
academia and slowly progressing towards instrumental 
application in practice by leveraging decision logs to 
automatically discover, check for conformance and improve 
derivation patterns for operational decision-making. This study 
aims to further operationalize DM by identifying capabilities in 
the form of functional and non-functional requirements that are 
posed in the current body of knowledge. By identifying and 
analysing DM contributions with a focus on derivation patterns 
we were able to point out the aspects of DM getting attention as 
well as which did not, e.g., a strong focus on input data and 
algorithms regarding the discovery phase while the output (data) 
of the improvement phase seems to be detailed insignificantly. 
Based on this we formulated a research agenda in which five key 
points for future research studies are presented. 



498 36TH BLED ECONFERENCE - DIGITAL ECONOMY AND SOCIETY: THE BALANCING ACT FOR 
DIGITAL INNOVATION IN TIMES OF INSTABILITY 

 

 

1 Introduction 
 
Proper operational decision-making is one of the most important capabilities of an 
organization (Mircea et al., 2012). Especially when organizations designed products 
and services that focus on high volumes of data processing for operational decision-
making (Chalvatzis et al., 2019; Rula et al., 2016), such as governmental services 
focusing on calculation and application of benefits or financial services for opening 
accounts at a bank. Adequately managing these operational decisions is becoming 
increasingly difficult as the digitization of products and services as well as the 
transition towards fully automated operational decision-making becomes more 
prevalent. One way of reducing complexity in IT is to separate concerns such as 
'data', 'user interfacing', and 'processes' from each other (Dijkstra, 1974; Ossher & 
Tarr, 2001), which resulted in separate systems to do so as well. A whole research 
field now focuses on separating decisions, sometimes also referred to as 'the logic', 
so that its management can be simplified and made more explicit (Bajec & Krisper, 
2005; Boyer & Mili, 2011; De Smedt et al., 2017; Graham, 2006; Schlosser et al., 
2014; Smit, 2018). 
 
The next step in properly managing decisions is to optimally use data to improve decisions 
that are explicitly managed, which is similar to what happened in the field of business process 
management, referred to as Process Mining (van der Aalst, 2011). In the context of separating 
the concern of 'decisions' and 'logic', a similar approach is referred to as Decision Mining 
(DM), which is defined as: “the method of extracting and analyzing decision logs with the aim to extract 
information from such decision logs for the creation of business rules, to check compliance to business rules and 
regulations, and to present performance information” (Leewis, Smit, et al., 2020). DM comprises 1) 
Discovery, 2) Conformance Checking, and 3) Improvement of decisions and underlying logic 
(Leewis, Smit, et al., 2020). These phases are very similar to Process Mining. The goal of 
process mining is to discover process models, check their conformance to theoretical process 
models and improve process models based on the outcome of the first two phases.  
 
 
The present state of the research field and the knowledge base on Data Mining (DM) is 
currently deemed inadequate by scholars (Leewis, Smit, et al., 2020; Vanthienen, 2021). 
However, there is an increasing interest in DM, particularly in academic circles  (Goossens 
et al., 2023; Scheibel & Rinderle-Ma, 2022), where there is a significant emphasis on quality 
metrics such as the accuracy of the mining algorithm. However, the comprehensibility of the 
application of DM algorithms to stakeholders like analysts or end-users is often ignored 
(Vanthienen, 2021). Therefore, it would be worthwhile to investigate the capabilities of a 
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DM system, as this would help to advance the research field by putting into practice the 
theoretically proposed stages that are currently presented in a high level of abstraction in the 
existing body of knowledge. Within this context, a capability is defined as "an ability that an 
organization, person, or system possesses" (The Open Group, 2011).  
 
In this study, a first step is made towards operationalizing capabilities for discovery, 
conformance checking, and improvement as part of DM. This paper comprises the 
exploration of capabilities derived from the current body of knowledge on DM. In a follow-
up study we aim to derive capabilities using an empirical approach so that both inputs can 
be compared and a final set of validated capabilities can be presented so that organizations 
are able to more swiftly experiment with DM. Therefore, in this paper, we answer the 
following research question: ‘What capabilities can be identified from DM literature focused on the 
decision viewpoint for the development of DM systems and how should future research into DM systems be 
conducted?' 
 

The remainder of the paper is structured as follows. In the following section, section two, 
we discuss the phases of DM in more detail and explore the current state-of-the-art on DM. 
Then, in section three, we present the research method used in this study to derive 
capabilities for the DM system, which we use as a basis to formulate a research agenda. This 
is followed by the data collection and data analysis in section four. Then, in section five, the 
identified DM system capabilities are presented. The limitations of the study and its results 
are presented in section six. Lastly, the paper is concluded in section seven by presenting a 
research agenda. 
 
2 Background 
 
DM is also referred to as decision point analysis, which “aims at the detection of data 
dependencies that affect the routing of a case”(Rozinat & van der Aalst, 2006). The 
difference between the two is that decision point analysis mines ‘sequencing 
patterns’ from a process viewpoint, while DM, in line with the definition presented 
in the previous section, mines ‘derivation patterns’ from a decision viewpoint 
(Leewis, Smit, et al., 2020). Previous studies indicate that the focus towards DM and 
mining on derivation patterns is necessary to take steps forward in DM (De Smedt 
et al., 2017; Leewis, Smit, et al., 2020; Sarno et al., 2013).  
 
DM consists of three phases (Leewis, Smit, et al., 2020): discovery of decisions, 
conformance checking of decisions, and the improvement of decisions, see Figure 
1. These phases comprise extracting information from decision logs (discovery), 
checking this information for compliance with business rules and regulations 
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(conformance), and presenting possible performance information (improvement) 
(Leewis, Berkhout, et al., 2020). 
 

 
 

Figure 1: DM phases with corresponding inputs and outputs 
 
As depicted in Figure 1, the input data necessary to leverage DM is the ‘decision log’ 
(De Smedt et al., 2017; Leewis, Smit, et al., 2020). The structure of this specific log 
file is essential for the success of DM. De Smedt et. al. (2017) introduced the 
necessity of decision logs in order to properly mine decisions and Leewis et. al. 
(2022)described the importance of a decision log for mining decisions with a 
decision viewpoint in mind. Additionally, DM aims at mining decisions from 
structured data. Structured data has a predefined data model compared to 
unstructured data. Therefore, a structure needs to be defined in the form of a 
decision log. 
 
The structure of a decision log consists of a minimum of four attributes. The first 
attribute is a unique identifier, for example, a Case ID. Moreover, the condition(s) 
(second attribute) and conclusion(s) (third attribute) connected to that Case ID are 
part of the decision log, for example, all the data that is necessary for acquiring a 
loan and the decisions made with that data. The last required attribute is a timestamp. 
For example, the time certain input data was received or a decision was made by an 
actor. An example of a decision log is shown in Figure 2. 
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Figure 2: Example of a decision log with the required attributes 
 

Despite the current focus on DM with structured data, more and more research is 
being conducted on extracting and discovering decision logic and decision 
dependencies in (semi) unstructured data such as laws and regulations or protocols 
and guidelines (Etikala et al., 2020; Goossens et al., 2022; Vanthienen, 2021). While 
mining decision logic from text using text mining algorithms and remodelling them 
to a decision table is a complex task in itself, finding relations between the individual 
decision tables by mining dependencies, among the other elements on the 
requirements level, is even more complex and is currently being explored 
(Vanthienen, 2021).  
 
Recent studies also focus on the conformance-checking phase of DM where 
anomalies in individual decision tables, as well as decision requirements diagrams, 
are found (Batoulis & Weske, 2018; Corea & Delfmann, 2018; Smit et al., 2017). The 
techniques described in these studies deal with the completeness and consistency of 
the individual rules, the decision table as a whole, and the dependencies between 
decisions. All models can be completely checked and audited, and anomalies can be 
found. Additionally, they can even be (semi) automatically altered (Corea & 
Delfmann, 2018). We argue that the current body of knowledge, although with a 
limited focus on the decision viewpoint, contains useful pointers for the 
operationalization towards capabilities. 
 
One way to define capabilities is by formulating functionalities that a system 
supporting the DM phases must possess. In software engineering, requirements are 
used to express functionalities (Kotonya & Sommerville, 1998). Different types of 
requirements exist, for example, functional requirements, non-functional 
requirements, business requirements, user requirements, and constraints 

Output value
Conclusion

ID Timestamp Gender Age Temperature Treatment
1 2021-22-10 Male 30 37,4 Treatment A
2 2021-26-10 Female 25 39,1 Treatment B
5 2021-30-10 Female 50 38,7 Treatment A
7 2021-21-10 Male 19 37,2 Treatment A
8 2021-22-10 Male 18 36,8 Treatment A

10 2021-26-10 Female 24 37,1 Treatment B
11 2021-28-10 Female 20 37,6 Treatment B

Conditions
Input values
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(Sommerville & Sawyer, 1997). In this paper, we solely focus on functional and non-
functional requirements as these are recognizable archetypes (Kotonya & 
Sommerville, 1998). Furthermore, a functional requirement emphasizes what is 
required and a non-functional requirement emphasizes the general properties of a 
system. This does not define the how, which is in line with the notion of a capability, 
that also focuses on what (value) an organization can deliver, but not how the value is 
delivered. In this study, we use thematic coding to give meaning to a wide range of 
possible functional requirements and are domain-specific. For non-functional 
requirements we use the ISO25010 standard comprising system and software quality 
clustering, which is a thoroughly validated framework (ISO, 2014). Examples of 
clusters are Reliablity (e.g., availability, fault tolerance) and operability (e.g., 
learnability, technical accessibility).  
 
3 Research method 
 
In order to identify functional and non-functional requirements for the development 
of DM systems we start, in this study, with a thorough analysis of the scientific 
literature. As described earlier, the focus lies on requirements which are defined for 
solutions specified from a decision viewpoint. Therefore, these sources need to be 
identified and coded with regard to functional and non-functional requirements. 
Because the field of DM is in a nascent state (Leewis, Smit, et al., 2020) the body of 
knowledge is limited. Even more so when limiting contributions to the decision 
viewpoint. Therefore, the study is considered an explorative one.  
 
4 Data Collection & Analysis 
 
The data collection of relevant contributions focussed on DM from a decision 
viewpoint focusing on deriving derivation patterns took place during November 
2022. For this search, two criteria were adhered to exclude non-relevant 
contributions; 1) contributions referring to the utilization of event logs only to derive 
sequence data, and 2) papers referring to decision-point analysis as a form of DM. 
The first criterion was used because it excludes contributions that focus 
(predominantly) on process mining, which is not the focus of this study. The second 
criterion was used because decision-point analysis is considered a form of DM, 
which however, aims at deriving sequencing patterns in the context of business 
processes and business process management, i.e., how a sequence of a business 
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process is routed based on one or more conditions. Google Scholar has been used 
as our search engine. The exclusion criteria were as follows: 1) the contribution 
focuses on decision-point analysis (thus using a process instead of a decision 
perspective), 2) the contribution is accessible for the research team, and 3) the paper 
is written in English. The search resulted in eight relevant contributions, presented 
in Table 1. 
 
The analysis of the identified contributions started by identifying functional and 
non-functional requirements through thematic coding as specified by Gibbs (Gibbs, 
2007). We employed four individual coders that used a pre-defined coding scheme, 
based on the definitions of functional and non-functional requirements from 
(Sommerville & Sawyer, 1997): ''functional requirements describe what the system should do 
and non-functional requirements place constraints on how these functional requirements are 
implemented.'' 
 

Table 1: Identified contributions focusing on the decision viewpoint 
 

ID: Title: Reference: 

1 Utilizing Algorithms for Decision Mining Discovery 
(Berkhout & Smit, 
2022) 

2 
Decision Mining versus Process Mining: a Comparison 
of Mining Methods 

(de Jong et al., 2021) 

3 
Decision Mining in a Broader Context: An Overview 
of the Current Landscape and Future Directions 

(De Smedt et al., 
2017) 

4 
Business Rules Management and Decision Mining-
Filling in the Gaps 

(Leewis et al., 2022) 

5 
Deep Learning for the Identification of Decision 
Modelling Components from Text 

(Goossens et al., 
2021) 

6 
Putting Decision Mining into Context: A Literature 
Study 

(Leewis, Smit, et al., 
2020) 

7 
Extracting Decision Model and Notation models from 
text using deep learning techniques 

(Goossens et al., 
2023) 

8 
Future challenges in decision mining at governmental 
institutions 

(Leewis, Berkhout, 
et al., 2020) 
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Three coding rounds were conducted in order to reliably identify functional (F) and 
non-functional (NF) requirements from the identified contributions, depicted in 
Figure 3. During the first round of coding, all coders coded all contributions with 
regard to functional and non-functional requirements separately. An example of a 
functional requirement code is: ''all main functionalities: text classification, decision 
dependency extraction and decision logic extraction.'' An example of a non-functional 
requirement code is: ''The output of an algorithm must be explainable and comprehensible by 
Subject Matter Experts.'' 
 
 

 
 

Figure 3: Coding process and results per step 
 
A total of 590 functional requirements and 157 non-functional requirements were 
coded during coding round one. Table 2 shows the coding results of each coder, for 
each contribution, regarding both functional and non-functional requirements. 
 
The second round of coding is used as a consolidation round. During this round, all 
coders discussed the individual coding results from the first round. Consensus or 
disagreement was focused on keeping or removing individual codes. The second 
coding round resulted in 173 functional requirements (417 were identical or 
removed) and 34 non-functional requirements (123 were identical or removed).  
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Table 2: Coding totals 
 

 Coder 1: Coder 2: Coder 3: Coder 4: 
Article ID: F NF F NF F NF F NF 

1 10 1 8 2 6 1 0 0 
2 60 2 34 24 25 0 14 5 
3 31 4 2 9 6 0 6 4 
4 13 7 12 2 15 0 1 0 
5 62 0 13 10 5 0 1 0 
6 25 0 1 11 5 0 3 0 
7 173 4 8 15 6 0 1 0 
8 26 9 10 23 7 8 1 16 

 
Then, a third coding round was used to further validate the results of the first two 
coding rounds. This was done by one of the original coders that worked on coding 
during the first two rounds but was accompanied by two senior researchers with 
more experience in the field of study. This resulted in a total of 143 functional 
requirements (30 were removed) and 25 non-functional requirements (9 were 
removed). In this last round, we used an additional coding scheme presented in 
Table 3. The coding scheme is based on the three DM phases on the x-axis, while 
the y-axis comprises three attention areas concerning DM that we chose to further 
explore concerning the research agenda for further operationalisation of DM. The 
attention areas are selected based on the fact that, for each of the DM phases on the 
x-axis, the algorithm needs specific 1) input data, characterized by requirements (e.g., 
a minimum of one condition and one conclusion). Furthermore, there are 
requirements for what the 2) algorithm itself should be able to do with the input data 
(e.g., which transformative steps have to be taken). The transformation of data then 
results in certain 3) output data, which is characterized by requirements as well (e.g., 
which types of data need to be presented in what manner).  

 
Table 3: Round 3 functional requirements coding scheme 

 
 Discovery Conformance 

Checking 
Improvement 

Input data - Code 1 
- Code 2 
- Code n 

... 

... 

... 

... 

... 

... 
Algorithm ... ... ... 
Output data ... ... ... 
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5 Results 
 
Based on the coding of our data we describe the functional requirements in this 
section using the three phases of DM. Additionally, we describe the non-functional 
requirements according to the ISO25010 categories. Due to space limitations, we 
summarize the results for each category.  
 
5.1 Discovery phase 
 
Input data – 26 requirements 
 
As the second-largest category by requirements identified, many assumptions and 
requirements were posed in the literature about how the input data should (ideally) 
be structured so that it can be used for the discovery of decisions and underlying 
logic. All contributions seem to focus on the need for a decision log and refer to the 
same composition of a decision log used to generate output, including implicit or 
explicit conditions, conclusions, timestamps, and dependencies. An example of a 
coded fragment referring to this category is: ''The DMN model extraction tool takes as 
input a decision description and automatically classifies sentences into irrelevant(for the decision 
model), dependency or logic.'' 
 
Algorithm – 51 requirements 
 
The predominant category of requirements applies to the algorithmic technique used 
for decision discovery. The found literature revealed specific specifications that 
decision discovery algorithms must satisfy. These specifications apply to both 
structured data, which utilizes event or decision logs, and (semi) unstructured data, 
such as laws and regulations or textual descriptions. While there is significant overlap 
in the requirements presented, minor differences are noticed. For instance, some 
algorithms must create a decision requirements diagram (DRD) with supporting 
elements prior to discovering the decision logic, while others first discover the 
decision logic and then create a DRD based on the decision logic. An example of a 
coded fragment referring to this category is: ''The construction of a decision model from text 
requires a sequence of steps, each with their own challenges, regardless of whether a human or a 
machine is performing it: coreference resolution (where all expressions that refer to the same entity 
are resolved); preprocessing (preparing the data for analysis); text classification (identifying the 
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relevant sentences for a modelling problem) and decision dependency and logic extraction (identifying 
the relevant elements needed for the construction of the model).'' 
 
Output data – 13 requirements  
 
The requirements identified in this category entail the transformation of data into 
various representations, guided by the construction of a decision model. The 
resulting output comprises a DRD, decision tables, and/or business rules. 
Additionally, a crucial aspect of the output data is that the algorithms should indicate 
the under or overfitting of data. An example of a coded fragment referring to this 
category is: ''The output of the Discovery phase is a business decision architecture, e.g., a DRD, 
as well as decision tables, and business rules.'' 
 
5.2 Conformance Checking phase 
 
Input data – 8 requirements 
 
The requirements identified in the literature highlighted the relevant components 
necessary for conformance checking. DM utilizes decision logs and models, such as 
DMN models, during the conformance-checking phase. Therefore, the input for the 
conformance-checking activity consists of the log file and the discovered model, 
which usually emerges from the output of the discovery activity. An example of a 
coded fragment referring to this category is: ''Decision conformance checking has the same 
purpose and consists of the same input components as described for Process mining (log file and 
discovered model).''  
 
Algorithm – 10 requirements 
 
Requirements in this category emphasize the diagnostic aspect of conformance 
checking. The algorithms or techniques used must possess the capability to identify 
and quantify discrepancies between the model and associated log files. Conformance 
checking should function to identify, locate, and detect deviations. Furthermore, by 
analyzing the conditions present in the decision log, the model can be utilized to 
detect bottlenecks and incorrect dependencies on both the DRD level as well as 
decision logic level. An example of a coded fragment referring to this category is: 
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''Conformance checking analyzes whether the reality, as recorded in a logbook, corresponds to the 
model and vice versa. The aim is to measure their severity and to detect abnormalities.'' 
 
Output data – 5 requirements 
 
As the smallest category of identified requirements, the focus of the discovered 
requirements for output data was diagnostic in nature. For example, the diagnosis, 
in the form of output data, examines whether decisions are executed as intended, 
providing diagnostic information that highlights differences and similarities between 
the model and the input data. An example of a coded fragment referring to this 
category is: ''The output consists of diagnostic information that shows differences and similarities 
between the model and the input data (log files).'' 
 
5.3 Improvement phase  
 
Input data – 10 requirements 
 
The majority of the found assumptions and requirements in this category overlap 
with conformance checking. The focus is on the utilization of structured data within 
an algorithm to enhance or improve discovered models in DM activities. A decision 
log is employed as input but the improvement phase also needs the inclusion of both 
a decision log and a decision model, which is the same as conformance checking. 
An example of a coded fragment referring to this category is: ''The 
enhancement/improvement activity needs an event or decision log and a model as input.'' 
 
Algorithm – 8 requirements 
 
As the second smallest category coded, most requirements found in the literature 
were about providing potential improvements to an existing model ultimately 
resulting in a new model. The algorithm must support the changing or extending of 
a decision model, based on a decision log and the theoretical model. An example of 
a coded fragment referring to this category is: '' enhancement/improvement activity aims 
at changing or extending the model.'' 
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Output data – 12 requirements 
 
The last category coded is output data during the improvement phase. The 
requirements coded in this category were mainly about a new model that is created 
using the input of a discovered model and the decision log. This phase must not 
only identify and present improvements but also outputs a new model with the 
improvements, which acts as a basis for revision during the improvement phase. An 
example of a coded fragment referring to this category is: ''In the enhancement/ 
improvement activity a new process/ decision model is created or an existing process or decision 
model is adapted.'' 
 
5.4 Non-functional requirements 
 
In terms of non-functional requirements, most codes referred to the usability (8 
codes) and reliability (12 codes). Regarding usability, we see that contributions 
mention different stakeholder groups from different domains that should be able to 
work with DM systems. Therefore, the output of the algorithm should be 
explainable and understandable. For example, one of the coded fragments referring 
to this is: ''Further focus seems required to ensure a user-friendly interface where non-experts could 
use the capabilities of DM and thereby not confronted with algorithms where expert interpretation 
is needed.'' Another contribution mentioned that offering too much transparency can 
pose a risk to the accuracy of the DM algorithm used, which should be further 
explored. Regarding reliability, many generic data science constraints are identified, 
such as data quality (comprising the decision log), avoidance of data contamination, 
over and underfitting of DM algorithms, DM algorithm accuracy levels, (sample) 
data representativeness, and detection of outliers. An example of a coded fragment 
referring to this is: ''High validity can be ensured by utilizing accurate and reliable DM 
techniques (ensuring internal validity), and utilizing a data sample representative towards the 
population when decision mining (ensuring external validity).'' 
 
6 Discussion 
 
This study and its results have some limitations that should be discussed. Firstly, this 
study only aimed to identify capabilities from a theoretical perspective. Although the 
eight sources have some empirical basis, most of them are conceptual in nature and 
should be further supplemented and validated using empirical observations in a 
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realistic context, i.e., using case studies. This also helps integrate DM processes into 
other IT processes as the current contributions on DM with a decision viewpoint 
mostly examine DM systems as a standalone phenomenon. A second limitation is 
the low number of contributions in the current body of knowledge with a focus on 
the decision viewpoint that aims to identify derivation patterns. This severely limits 
the theoretical richness of capabilities identified in this paper, but also points out a 
gap in the current body of knowledge that should be covered by future research. 
Another direction for future research would be to include contributions from the 
process mining research field that focus on the operationalisation of the three phases 
and look at systems for process mining specifically, a perspective that has not been 
included in this study. A third limitation would be the overestimation of depth and 
richness we expected the current body of knowledge to have in terms of potential 
for operationalisation of capabilities into requirements. If we look at the results from 
the first coding round alone, we identified many coded fragments of concepts that 
are described at a high level of abstraction. This also limits the value of the (patterns 
of) requirements we unearthed in this study, although we argue that the results are 
still a useful starting point for the development of tooling to support DM systems 
as well as that it serves as a research agenda for what needs further consideration in 
future research. The high level of abstraction adhered to in the identified 
contributions is presumably also caused by the focus of these studies as they are not 
meant to operationalize capabilities to the level we pursued to do so in this study. 
Thus, this observation also calls for future research focused on applying DM 
capabilities and their operationalization in DM systems in practice. 
 
7 Conclusion 
 
To conclude this paper we revisit the research question posed in the introduction 
section: ‘What capabilities can be identified from Decision Mining literature focused on the decision 
viewpoint for the development of decision mining systems and how should future research into DM systems be 
conducted?' Based on a thorough analysis of the current body of knowledge on DM 
focusing on the decision viewpoint we derived requirements on nine areas on a 
functional level and used the ISO 25010 software quality standard to identify a 
predominant focus on usability and reliability non-functional requirements for DM 
systems. From a theoretical perspective, our results point out directions for future 
research. Additionally, we demonstrated that our theoretical model of DM phases 
and focus areas for the operationalisation of DM system capabilities could be a 
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useful approach, which can be used in future studies as suggested further in this 
section. From a practical perspective, our results help practitioners to 'unbox' the 
conceptual level of DM that the current body of knowledge on DM comprises. 
Doing so, DM capabilities can be further exploited in practice as proper tooling 
requires attention from both researchers and practitioners in the coming years, 
similar to the development of process mining systems in the last decade.  
 
Based on the results we formulate the following research agenda for the 
operationalisation of DM capabilities: 
 

1. Analysis of the current body of knowledge on DM reveals that most 
contributions focus on deriving sequencing patterns and are also referred 
to as decision-point analyses based on event data from business processes. 
In general, we argue that (more) research attention should be directed 
towards DM from a decision point of view focused on discovering, 
conformance checking and improvement of derivation patterns in data 
captured in decision logs. This also further helps in maturing the research 
field of DM and provides a basis for further operationalisation towards 
proper software systems to support businesses in leveraging the power of 
their operational decision-making.  

2. Although the identified contributions did not primarily focus on presenting 
requirements for DM systems we argue that many of them describe DM 
capabilities from a high level of abstraction that should be further explored 
in the future, e.g., by describing how to process open norms in decision 
logs, how outliers in decision logs can be detected and managed, or what 
changing or extending of decision models exactly entails. Doing so helps 
future research in becoming more practically applicable as the current 
contributions are limited in their use for practitioners. Also, future studies 
can focus on validating capabilities that are detailed well enough. 

3. Our findings show that most contributions focus on exploring the discovery 
phase of DM, while the conformance checking and improvement phases 
seem to be defined in less detail. Future studies should secure that both the 
conformance checking and improvement phases are considered and 
explored further. This is important to close the feedback loop of decision-
making using DM capabilities as only discovery only gets organisations so 
far. Furthermore, we see that the identified contributions primarily focus on 
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detailing the input data, while less attention is focused on the algorithm and 
especially the output (data) of the conformance checking and improvement 
phases. This observation also calls for further exploration and definition 
regarding these aspects.  

4. The current body of knowledge offers a narrow glimpse into non-functional 
requirements specifically relevant to DM systems. From the contributions, 
we identified a focus on usability and reliability, but how the other software 
quality aspects come into play is yet to be discovered. Exploration of the 
non-functional requirements (also referred to as constraints by some) is 
important as these are contextual boundaries that should be taken into 
account by design as much as possible. Future studies that explore the use 
of DM systems in practice could benefit from these findings.  

5. We argue that it is important to conceptually ground DM phases and 
concepts. The identified contributions focus on theoretically proving that 
DM based on deriving derivation patterns is a technique that should be 
further explored. However, the current body of knowledge seems to lack a 
strong empirical basis, which should be taken into account in future studies, 
e.g., involving subject-matter experts and experts from outside academia as 
well as setting up case studies in which DM phases and systems are integrally 
evaluated and lessons learned formulated. 
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