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The growth of online customer reviews on e-commerce 
platforms has led to an overwhelming volume and variety of data, 
making manual analysis impractical for both consumers and 
managers. Consequently, machine learning techniques, such as 
Aspect-Based Sentiment Analysis (ABSA), have gained 
prominence for their ability to determine sentiment at the aspect 
level. This study aims to fine-tune natural language processing 
models for aspect extraction in e-commerce customer reviews. 
We manually annotated 2781 online user review sentences in 
English and employed different extensions of the BERT model 
to identify implicit and explicit aspects. This approach diverges 
from prior studies, as our dataset comprises real user reviews 
from five prominent e-commerce platforms. The findings 
demonstrate the models’ effectiveness in extracting aspects from 
diverse e-commerce user reviews, yielding a deeper 
understanding of user-generated content and customer 
satisfaction trends, and providing valuable insights for 
managerial decision-making. This study contributes to the ABSA 
literature and offers practical implications for e-commerce 
platforms aiming to improve their products and services based 
on customer feedback. 
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1 Introduction 
 
Currently, customers heavily rely on review content posted by other users on various 
e-commerce sites prior to making a purchase decision. However, with the ever-
increasing volume and variety of online content, it has become challenging for 
customers to manually sift through the vast amounts of information available 
(Ansari et al., 2020). Moreover, managerial decision-making requires a constant flow 
of up-to-date information to provide insight into the trends and dynamics of 
customer satisfaction and manual classification of reviews has become increasingly 
difficult. Therefore, the popularity of machine learning techniques, such as opinion 
mining and aspect term detection, has increased in recent years due to the rise in 
online data volume and diversity. Aspect-Based Sentiment Analysis (ABSA) is a 
subfield of Sentiment Analysis (SA) that primarily focuses on determining the 
sentiment of products or services at the aspect level. To gain a deeper understanding 
of user-generated content, an essential task in ABSA is to extract both implicit and 
explicit aspects from various online reviews.  
 
This paper aims to fine-tune the Bidirectional Encoder Representations from 
Transformers (BERT) and two of its extensions for aspect extraction in user-
generated content in the form of customer reviews of e-commerce platforms. The 
research question we set forth to answer is the following: 
 
How can aspect extraction techniques from manually annotated customer reviews be used to enhance 
the understanding of customer opinions in e-commerce? 
 
This was accomplished by manually annotating 2781 online user review sentences in 
English. Unlike the majority of literature that assesses aspect extraction tasks using 
only the Laptops and Restaurants datasets from the SemEval 2014, 2015, and 2016 
ABSA aspect extraction context (Xu et al., 2019, Pereget al., 2019; Chauhan et al., 
2022; Venugopalan et al, 2022), this study employed BERT to categorize implicit 
and explicit aspects of our manually annotated dataset into 14 distinct groups. The 
data used for this analysis was obtained from real user reviews of five prominent e-
commerce platforms that are available online. The present study demonstrates the 
effectiveness of using BERT for aspect extraction from a diverse range of user 
reviews in the e-commerce domain. By utilizing the manually annotated dataset and 
categorizing implicit and explicit aspects into 14 distinct groups, this study has 
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provided a deeper understanding of user-generated content and customer 
satisfaction trends offering novel academic insights. Furthermore, the findings of 
this study can inform managerial decision-making and help e-commerce platforms 
to improve their products and services to meet the needs and expectations of their 
customers. 
 
The rest of the paper is structured as follows. Section 2 presents a literature review 
on academic contributions focusing on aspect detection in customer reviews. The 
methodology and data preparation are discussed in Section 3, with the main results 
presented and discussed in Section 4. Finally, some conclusions, limitations and 
future research directions are provided in Section 5. 
 
2 Aspect detection and extraction 
 
Sentiment analysis (SA), also referred to as opinion mining, is the process that 
involves identifying, recognizing, and categorizing users' emotions or opinions on 
various services such as movies, products, events, or any attributes as positive, 
negative, or neutral. The data used in the analysis can be gathered from diverse 
sources such as review websites, forum discussions, blogs, Twitter, etc. SA is a 
powerful tool as it provides valuable information about people's preferences and can 
help companies gain a clear perspective regarding their product or service features 
(Mehta et al., 2020). By analyzing customer sentiments, companies can identify areas 
of improvement, determine customer satisfaction levels, and gauge market trends. 
SA has been widely applied in various industries, including hospitality, healthcare, 
and e-commerce, among others. 
 
Previous studies have generally categorized SA into document-level, sentence-level, 
and aspect-level SA. These levels aim to classify whether a whole document, a 
sentence (subjective or objective), and an aspect express a sentiment (Nazir et al., 
2020). Target-based sentiment analysis (TBSA) or Aspect-based Sentiment Analysis 
(ABSA) is a sub-task of SA that provides a better understanding of the problem of 
SA at a fine-grained level (Liu 2012; Pontiki 2014) because it focuses directly on 
sentiments rather than on language structure. ABSA analyzes specific aspects or 
entities of a product, service, or topic and determines the sentiment associated with 
them. This technique provides a more in-depth and nuanced understanding of public 
opinion, making it useful for companies to develop marketing strategies, improve 
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product features, and enhance customer satisfaction. ABSA includes subtasks such 
as aspect/target term extraction (ATE), opinion term extraction (OTE), 
aspect/target term sentiment classification (ATC), and others (Peng et al, 2020).  
 
The objective of ATE is to identify and extract terms that represent aspects of a 
given sentence. For instance, in the sentence "Excellent customer service and 
delivery", the aspect terms are “customer service” and “delivery”.  ATE typically 
involves two sub-tasks: (1) extracting all aspect terms (such as "delivery") from the 
text, and (2) grouping aspect terms with similar meanings into categories, where each 
category represents a single aspect (e.g., “delivery”, “shipping”, and “track number” 
will be clustered into the shipping aspect). It should be noted that ABSA categorizes 
aspects into two types: explicit and implicit aspects. Explicit aspects are directly 
mentioned in a text. In contrast, implicit aspects are not explicitly indicated by any 
specific word or term (Alqaryouti et al., 2020). For instance, in the sentence “If you 
need something tomorrow go somewhere else”, “shipping” is an implicit aspect. 
 
Prior research on aspect extraction can be classified into four approaches: rule-based 
(Poria et al., 2014; Liu et al., 2015), supervised (Maitama et al., 2021; Poria et al., 
2016), unsupervised (Chauhan et al., 2020; Luo et al., 2019), and semi-supervised 
(Ansari et al., 2020; Anand et al., 2016). According to He et al., (2017), rule-based 
methods typically do not group extracted aspect terms into categories, while 
supervised learning requires annotated data and may face domain adaptation issues. 
Unsupervised methods are utilized to avoid reliance on labeled data. In addition to 
the methods such as statistical analysis, topic modeling, and dependency parsing 
used in prior unsupervised aspect extraction studies, supervised aspect extraction 
techniques such as Conditional Random Field (CRF) and long short-term memory 
have also been employed (Maitama et al, 2021). 
 
In recent years, deep learning has become one of the most effective approaches for 
natural language processing tasks, due to its supervised training process with large 
amounts of training data. However, acquiring a large amount of supervised data can 
be a difficult and time-consuming process, particularly for NLP tasks in low-
resource languages. In these cases, transfer learning can offer a solution by allowing 
a model to be pre-trained on a large amount of unsupervised data before being fine-
tuned for a specific task under supervised conditions. BERT is one of the latest 
popular algorithms that employ this transfer learning approach (Yanuar et al., 2021). 
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3 Methodology 
 
This section will present the NLP-based aspect extraction and classification 
methodology. Our main goal is to construct a model that is able to detect the aspects 
of customer feedback automatically. As presented in Figure 1, we have applied five 
steps to achieve our research objective. In this section, we discuss data collection, 
annotation, and preprocessing, and present the machine-learning models used for 
aspect extraction and classification.  
 

 
 

Figure 1: The stages of the research process 
 
3.1 Data collection and processing 
 
In order to study the user-generated content in e-commerce and evaluate their 
potential insights with ABSA, we collected 12,000 English reviews from Trustpilot, 
one of the biggest platforms in hosting online reviews, between 2013 and 2021. 
Next, we randomly selected 3,500 messages for aspect extraction and manual data 
annotation, excluding messages that did not meet certain criteria, such as not being 
written in English or not discussing any of the considered aspects. The final dataset 
consists of 2,782 data points consisting of the reviews from five online stores, 
namely Zalando, Wish, Sheinside, Boozt, and Nelly. Reviewers from 73 different 



238 36TH BLED ECONFERENCE - DIGITAL ECONOMY AND SOCIETY: THE BALANCING ACT FOR 
DIGITAL INNOVATION IN TIMES OF INSTABILITY 

 

 

countries contributed to the reviews, with the UK (1166 reviews) and the US (778 
reviews) having the highest number of reviews among all 73 countries. 
 
Prior to extracting our probable candidate aspects, we executed a series of seven 
text-cleaning steps: converting the text to lowercase, eliminating any non-English 
text, discarding all non-alphabetic characters, stripping out HTML tags and URLs, 
expanding contractions in the reviews, eliminating stop words, and performing 
lemmatization. Following text processing, the total count of distinct words was 
determined to be 4580. In preparation for manual data annotation, it was necessary 
to specify the aspects relevant to the domain. The final set of aspects, as presented 
in Table 1, is extracted from the literature and analysis of the reviews. Some further 
details can be found in Davoodi et al. (2022). 
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Table 1: Final aspects 
 

1 Shipping  The quality of the delivery can refer to various factors, such as 
the cost and timeline. 

2 Trust The customers' overall sentiment towards the store. 

3 Item quality The level of quality of the products. 

4 Customer 
service 

The quality of customers' direct interactions with the store's 
representatives, such as their helpfulness, professionalism, and 
effectiveness 

5 Pricing The prices offered by the store, as well as the availability of 
discounts and promotional campaigns. 

6 Product 
features  

The quality of the product images and size guides provided on 
the website and implicit aspects such as described or expected 

7 Refund 
process 

The speed and quality of the refund process, as well as the 
effectiveness and efficiency of the store's handling of refund-
related issues. 

8 Return 
process 

The speed, convenience, and cost associated with the return 
process for customers. 

9 App 
experience 

The experience that a user has while interacting with the 
website of the store. 

10 Delivered 
product status 

The state of the products that have been delivered, such as if 
they are broken or have an odor 

11 Information  The presence and accuracy of the information, including the 
quality of advertisements and whether they may be deceptive. 

12 Packaging The visual appeal and quality of the product’s packaging. 

13 Payment  The level of quality in the financial transaction process, 
including accuracy, security, efficiency, and different payment 
options. 

14 Product 
availability 

The range of products or brands that are being offered. 
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3.2 Data annotation 
 
Prior to annotating the data, we utilize Python libraries such as contextualSpellCheck 
and Caribe to conduct spell and grammar checks on the reviews, thereby converting 
them into standard English text. Subsequently, we established a set of rules to 
convert implicit aspects into explicit ones while endeavoring to maintain the original 
text as closely as possible.  
 
Following the text-cleaning process, two annotators manually annotated the data 
separately. The sentences were divided into individual words, and labels were 
assigned to the nouns or noun phrases only if they conveyed a sentiment related to 
at least one of the aspects, subsequently disregarding aspects with a neutral 
sentiment. Previous studies have revealed that aspects are often represented by 
nouns or noun phrases, while opinions are typically conveyed through adjectives or 
adjective phrases (Samah et al., 2014). Research on sentiment analysis has also 
demonstrated that certain tag combinations are instrumental in identifying aspects 
and opinions. In contrast to these prior investigations, the present study relied 
heavily on sentence parsing by considering a broader range of sentence components 
as potential aspects and/or opinions (Hu et al., 2004; Hu et al., 2004; Subrahmanian 
et al., 2008; Samha et al., 2014). It is important to note that the aspect terms were 
extracted solely based on their positive or negative sentiment in the given sentence 
without considering the preceding or subsequent sentence, i.e., the review as a 
whole. 
 
The ATE task is typically approached as a sequence labeling problem, where each 
input word is assigned one of three labels: "B" for the beginning of an aspect term, 
"I" for the continuation of an aspect term, or "O" for non-aspect terms. The "I" 
label is necessary because some aspect terms can consist of multiple words, and the 
system must identify and extract all of them as aspects (Karimi et al., 2020). 
However, in this study, we provided 29 labels as follows: O, App_experience_B, 
App_experience_I, Trust_B, Trust_I, Customer_service_B, Customer_service_I, 
Delivered_product_status_B, Delivered_product_status_I, Information_B, Information_I, 
Item_quality_B, Item_quality_I, Packaging_B, Packaging_I, Payment_B, Payment_I, 
Pricing_B, Pricing_I, Product_availability_B, 'Product_availability_I, Product_features_B, 
Product_features_I, Refund_process_B, Refund_process_I, Return_process_B, 
Return_process_I, Shipping_B, and Shipping_I. 
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In the given example, "Love this site fantastic saving for quality stuff.", the text is first 
transformed into a set of words, and then the annotators assign corresponding labels 
to each word. The label sequence for this example is as follows: ['O', 'O', 'Trust_B', 
'O', 'Pricing_B', 'O', 'Item_quality_B', 'Item_quality_I', 'O']. Once the individual 
annotations were completed, disagreements were identified and discussed to arrive 
at a final agreement between the annotators. 
 
3.3 Machine learning models for aspect extraction 
 
To evaluate our annotated model, we selected three recent transformer-based 
machine-learning models: BERT, RoBERTa, and BERT_Review. 
 
BERT (Devlin et al., 2018) is a language model that can evaluate the context of a 
word from both the left and right sides simultaneously, unlike traditional language 
models that process sentences from one direction. This is achieved using the masked 
language modeling (MLM) technique, which randomly masks a word in a sentence 
and replaces it with a [MASK] token. The model then attempts to predict the masked 
word based on the context from both sides of the masked word. In addition to 
MLM, BERT also includes a next-sentence prediction (NSP) task, which involves 
predicting whether a given sentence follows another sentence or not. This helps 
BERT to capture the relationship between sentences and improve its ability to 
perform tasks such as question answering and text classification. Overall, BERT's 
bidirectional feature and MLM technique make it a powerful language model that 
can provide more contextual features from a sentence compared to other models 
such as ELMO. 
 
RoBERTa (Liu et al., 2019) and BERT_Review (Xu et al., 2019) are variants of the 
BERT model, with the former showing promising results in various natural language 
processing (NLP) tasks. These variants are designed to enhance BERT's 
performance by incorporating different modifications. RoBERTa, for example, 
utilizes a transformer architecture like BERT but is trained differently and for a 
longer duration. Additionally, RoBERTa employs the entire sentence as input and 
eliminates the following sentence prediction objective. 
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BERT_Review is designed to address Review Reading Comprehension (RRC). For 
this purpose, Xu et al. (2019) created a dataset, which is based on a well-known 
benchmark used for aspect-based sentiment analysis. However, due to the limited 
training examples available for RRC and aspect-based sentiment analysis in their 
data, they subsequently explored a post-training method using BERT to improve the 
fine-tuning process for RRC. Additionally, they applied the proposed post-training 
approach to other review-based tasks, such as aspect extraction and aspect sentiment 
classification in aspect-based sentiment analysis, to demonstrate its universality. The 
results indicated that the proposed post-training approach is highly efficient (Xu et 
al., 2019). 
 
3.4 Model building 
 
To evaluate our annotated model, we selected three recent transformer-based 
machine-learning models: BERT, RoBERTa, and BERT_Review. Given the limited 
size of our dataset, we opted to employ cross-validation as a means of achieving a 
more reliable estimation of our models' performance. Specifically, we partitioned 
our manually annotated dataset into distinct training and validation sets by means of 
a five-fold cross-validation methodology, involving ten steps of iteration per fold. 
Subsequently, to obtain an aggregate summary of model performance, we calculated 
the mean value across all folds for each performance metric. To transform the input 
text to numeric features, we utilized a transformer tokenizer for all models. We 
utilized loss and accuracy as the performance metric for all models, with the main 
model serving as the baseline. For training BERT, RoBERTa, and BERT_Review 
our network model includes the main model with 12 layers and 768 hidden 
dimensions as well as the initial learning rate of 1e-4. Moreover, the training batch 
size was defined as 8. The programming language used for model building and data 
analysis is Python 3.10.11. We evaluated the models' performance using two 
commonly used measures: accuracy and F1 score.  
 
4 Results 
 
In this section, we will present the outcomes of our experiments and demonstrate 
the efficacy of different machine-learning models in the domain of aspect extraction 
and classification. We will also compare our findings to prior academic research in 
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this area. Additionally, we will discuss several noteworthy observations that are 
relevant to managing expectations regarding performance. 
 
4.1 Performance analysis 
 
As detailed in the preceding section, a total of three distinct models were built and 
trained. The outcomes of these models are presented in Table 2. The table displays 
the mean loss, accuracy, and F1 value of the validation set after performing 5-fold 
cross-validation. Additionally, the execution time required to build the models is 
reported. 
 

Table 2: Aspect extraction performance 
 

Method Loss. 
validation 
set 

Accuracy- 
validation 
set 

F1- 
validation 
set 

Execution time (in 
seconds) 

BERT_Review 0.104 0.972 0.841 3,077 
BERT 0.113 0.969 0.829 3,075 
RoBERTa 0.109 0.969 0.828 2,905 

 
After conducting 5-fold cross-validation for three transformer-based models, we 
calculated the mean validation accuracy for each model. To test for statistical 
significance between the models, we performed a one-way ANOVA with post-hoc 
Tukey HSD tests. The results showed that BERT_Review had a significantly higher 
mean accuracy compared to the other two models. However, there was no 
significant difference in mean accuracy between BERT and RoBERTa. As 
demonstrated in Table 2, the BERT_Review model displayed marginally superior 
performance when compared to two other models, achieving an F1 score of 84%. 
Given the fact that the study involved 29 distinct categories, this level of 
performance can be considered promising. After running the cross-validation, to 
analyze the performance of the best model we partitioned the dataset into the fixed 
train (70%), validation (15%), and test (15%) sets. We used the test set for the error 
analysis. The analysis results are presented in Table 3. 
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Table 3: Aspect extraction performance of the best model 
 

Method Accuracy- 
validation 

F1- 
validation 

Accuracy- 
test 

F1-test Number of 
misclassifications 
(test) 

BERT_Review 0.975 0.86 0.972 0.85 169 
 

 
In regard to the specific misclassifications generated by the BERT_Review model, a 
portion of the errors can be attributed to the identification of neutral aspects in the 
messages. For instance, the following review was misclassified by the model as a 
return process. However, there should not be any aspect marked in this message, as 
the sentiment expressed towards the return process in this message is neutral: "I 
ordered around 300 dollars worth of clothes for my kids and I need to return 100 dollars worth of 
clothes." 
 
Secondly, there are certain aspects in the dataset that occur less frequently, such as 
payment. Consequently, the model did not have sufficient samples to accurately 
identify these aspects. 
 
Thirdly, in the majority of the misclassification cases, the model was able to extract 
the correct aspects. However, there were slight differences in the position of the true 
and predicted aspects, which we believe can be easily addressed by increasing the 
training sample. For instance, in the following example: "No more purchase from Wish, 
no support after delivery of a product." The true aspects are Company, Customer Service, and 
Shipping, and the model was able to correctly identify them. However, for the Shipping 
aspect, the model should have identified "delivery of a product" as the shipping aspect 
but instead marked each "delivery" and "product" word separately as shipping. 
 
Finally, consider the following example: "Order arrived really fast and was well wrapped." 
In this case, the aspects being referred to are shipping and packaging. However, the 
model used in the study only predicted the aspect of shipping, whereas the true label 
encompasses both shipping and packaging. As a result, both predicted aspects are 
technically true, but the issue of accurately identifying multiple aspects needs to be 
addressed further in future research. Moreover, it is important to acknowledge that 
human annotation errors may occur during the manual annotation process, and such 
errors have the potential to negatively impact the performance of the machine 
learning models trained in this research. 
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4.2 Discussion 
 
The input for classification models and data annotation, which involves extracting 
relevant aspect terms from reviews, is crucial in natural language processing. 
Previous research in this area has predominantly utilized datasets from SemEval 
2014, SemEval 2015, and SemEval 2016 (Wang et al, 2021; Dai et al., 2019) for their 
experimental studies. However, our study focused on e-commerce businesses that 
do not have physical shops when collecting data, aiming to identify and understand 
the most prevalent sources of satisfaction and dissatisfaction in this context. For this 
purpose, data were collected from five distinguished and widely used e-commerce 
platforms that cater to a diverse range of customers. The comprehensiveness and 
broadness of this data make it applicable to research endeavors aimed at analyzing 
smaller online retailers and comparable enterprises. 
 
While automated annotations are less time-consuming and costly than manual 
annotations, they are generally less accurate. In this study, we opted for manual 
annotation to gain a comprehensive understanding of the review content and its 
relevance to the target companies. By presenting a manually annotated dataset that 
includes extracted aspect terms with negative and positive sentiments, companies 
can ensure that they concentrate on the correct elements by obtaining precise aspect 
detection results. Additionally, the combination of sentiment classification of the 
extracted aspects can enable automated and accurate identification of the sources of 
dissatisfaction. 
 
From our review of the literature, we have found that BERT and RoBERTa are 
among the most frequently employed models for aspect extraction in user reviews 
(Chauhan et al., 2020; Tian et al., 2020; Yanuar et al., 2020; Lopes et al., 2021) and 
the F1 score is achievable in the range of 0.738-0.85 depending on the domain and 
the language of the reviews. Our experimental results revealed that the 
BERT_Review model outperformed the other two models under consideration. 
Among all categories, the Trust_B aspect attained the highest F1 score of 0.92, while 
Payment_I had the lowest score of 0.4. This finding indicates that the inclusion of 
infrequent aspects may negatively impact the model's performance. One potential 
solution to address this issue is to automatically generate labeled data for infrequent 
aspects.  
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5 Conclusions 
 
This study involved the development of a novel manually annotated dataset for the 
aspect extraction task, which was evaluated by using three state-of-the-art 
transformer-based models. The evaluation results demonstrate that the models 
performed well, but further improvements could be achieved by adding more 
samples to the dataset, particularly for infrequent aspects such as payment and 
packaging. A possible direction for future research could involve the use of this 
manually annotated dataset to generate automated labeled data, thereby enhancing 
the performance of the models. For example, this could entail fine-tuning Large 
Language Models like GPT-2 (Radford et al., 2019) and GPT-3 (Brown et al., 2022), 
as explored by Veyseh et al. (2022) and Ding et al. (2022). Moreover, this approach 
could help to address the key challenges associated with aspect extraction tasks, 
which is the scarcity of training data that limits the training of large neural networks. 
Large Language Models have proven remarkable few-shot capabilities in various 
NLP tasks (Min et al., 2021). Given this, a logical use case would be utilizing it for 
data annotation purposes. 
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