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We represent a primitive action-driven recognition method for 
realizing global heterogeneous sign language recognition. We 
should realize a method to recognize sign languages from various 
linguistic areas as easily as possible for global communication. 
However, most of the current sign language recognition methods 
realize specific sign language recognition for individual linguistic 
regions, and when we realize sign language recognition among 
multilingual regions, we should implement it in an ad hoc 
manner. To develop multilingual sign language recognition, it is 
necessary to realize a new method to handle various sign systems 
in a unified manner. This method defines common primitive 
actions of various sign language systems worldwide and describes 
what the combination of these primitive actions indicates in 
various sign language systems to realize sign language 
recognition. This method consists of multiple primitive action 
recognition modules and a primitive action composition module. 
Each primitive action recognition module recognizes each 
primitive action common to all sign languages. The primitive 
action composition module determines the actual sign meaning 
from the combination of recognition results from multiple 
primitive action recognition modules. 
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1 Introduction 
 
Communicating with diverse people from different linguistic backgrounds is 
becoming increasingly important. Sign language, mainly used by people who are deaf 
or hard of hearing for everyday communication, has established itself as its own 
language system. For all people to communicate naturally and easily with each other, 
it is important not only to translate between languages but also to recognize and 
work seamlessly with other methods, such as sign language. It is important to realize 
a global communication platform that helps all diverse people communicate. 
 
So far, we have been studying sign language recognition methods [1][2][3][4]. This 
research focuses on methods to achieve sign language recognition with small training 
data. We have found it difficult to collect enough sign language video data. 
Therefore, applying machine learning methods to sign language recognition is 
generally difficult. In our research [1][2][3][4], recognition is realized by extracting 
time-series skeletal features from training data in advance, extracting time-series 
skeletal features from input videos, and computing similarity weighing. These 
methods [1][2][3][4] are realized in Japanese Sign Language and can be applied to 
other sign languages. However, the cost is too high to apply to many sign languages 
quickly. 
 
According to the reference [5], there are more than 400 different sign languages 
worldwide, depending on the country, region, etc. For all people to communicate 
naturally and easily, it is necessary to recognize and compose capabilities for these 
400+ sign languages that must be realized and seamlessly coordinated. We need to 
create a system that facilitates the application of recognition and composition to 
these various sign languages. Most current sign language recognition methods realize 
specific sign language recognition for individual linguistic regions. When we realize 
sign language recognition among multilingual regions, we should implement it ad 
hoc manner. To develop multilingual sign language recognition, it is necessary to 
realize a new method to handle various sign systems in a unified manner. 
 
We represent a primitive action-driven recognition method for realizing global 
heterogeneous sign language recognition. This method defines common primitive 
actions of various sign language systems worldwide. It describes what the 
combination of these primitive actions indicates in various sign language systems to 
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realize sign language recognition. This method consists of multiple primitive action 
recognition modules and a primitive action composition module. Each primitive 
action recognition module recognizes each primitive action common to all sign 
languages. The primitive action composition module determines the actual sign 
meaning from the combination of recognition results from multiple primitive action 
recognition modules. When introducing a new sign language system, this method 
can be implemented simply by adding the combinations of primitive actions and 
their meanings to the knowledge base in the primitive action composition module. 
In other words, by realizing this method, it will be possible to integrate more than 
400 sign language systems without implementing ad hoc recognition and synthesis 
systems for each. This method will realize a new global communication platform 
that avoids the communication divide and allows people to communicate freely in 
the current situation, where people communicate in many ways.  
 
This paper uses HamNoSys (The Hamburg Sign Language Notation System) [6], a 
transcription system common to all signs, to realize multiple primitive action 
recognition modules. The HamNoSys is a transcription system for all sign languages 
with a direct correspondence between symbols and gesture aspects, such as hand 
location, shape, and movement. We can realize each primitive action recognition 
function according to each handshape chart in HamNoSys. 
 
This paper makes the following contributions to the broader research field.  
 

− We propose a new method—a primitive action-driven recognition method 
to realize global heterogeneous sign language recognition. 

− To realize our method, we apply the HamNoSys [5] to multiple primitive 
action recognition modules. 

 
This paper is organized as follows. In section 2, we present some related works of 
our method. Section 3 provides an overview of the existing study, HamNoSys [5]. 
Section 4 represents our primitive action-driven recognition method to realize global 
heterogeneous sign language recognition. In section 5, we describe some results of 
preliminary experiments. Finally, in section 6, we summarize this paper. 
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2 Related Works 
 
Our previous works [1][2][3][4] presents sign language recognition methods. In these 
methods, recognition is realized by extracting time-series skeletal features from 
training data in advance, extracting time-series skeletal features from input videos, 
and computing similarity weighing. We have found it difficult to collect enough sign 
language video data. Therefore, applying machine learning methods to sign language 
recognition is generally difficult. Our previous paper [1][2][3][4] also described some 
related works for the realization of sign language. 
 
The reference [7] surveys machine learning methods applied in sign language 
recognition systems. This reference [7] says that sign language involves the usage of 
the upper part of the body, such as hand gestures [8], facial expression [9], lip-reading 
[10], head nodding, and body postures to disseminate information [11] [12] [13]. We 
classify hand gestures and lip reading as verbal behavior. We classify head nodding 
and body postures to disseminate information as emotional behavior. We classify 
facial expressions as both verbal and emotional behavior. 
 
According to reference [3], sign language recognition methods can be divided into 
two categories: continuous recognition of multiple sign words and discontinuous 
recognition. To realize continuous recognition, there are some works such as the 
method of hidden Markov model (HMM) and dynamic time warping (DTW) [14] 
or the methods using Random Forest, artificial neural network (ANN), and support 
vector machine (SVM) [15]. To realize non-continuous recognition, there are some 
works, such as the method of k-nearest neighbor (k-NN) [16], SVM [17], and sparse 
Bayesian classification of feature vectors generated from motion gradient orientation 
images extracted from input videos [18]. To realize sign language recognition for 
non-continuous and non-time-series data, there are some works such as the method 
of k-NN [19], similarity calculation using Euclidean distance [20], cosine similarity 
[19][21], ANN [22], SVM [23], and convolutional neural network (CNN) [24]. The 
reference [25] provides a research survey on recognizing emotions from body 
gestures. Their works solve the problem of some of these sign language recognition 
functions. 
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However, preparing enough training data for sign language recognition is necessary 
to realize these methods. Adequately preparing sign language videos and their 
labeled training data is often impossible. In addition, according to the reference [5], 
there are more than 400 different sign languages worldwide; depending on the 
country, region, etc., it is not realistic to implement a recognition system for more 
than 400 different sign languages in an ad hoc manner. We must realize a recognition 
platform that could easily and uniformly apply each sign language. 
 
The concept of "primitive" is proposed by Kiyoki et al. [25] in the metadatabase 
system architecture. The metadatabase system connects several legacy databases. For 
connecting several legacy databases through the metadatabase system, each legacy 
database has some primitive functions.  
 
Applying the reference [25], this method has the recognition function of each basic 
hand movement as each primitive action recognition module. It derives the meaning 
of sign language from the primitive action composition module that integrates them. 
Our method can be implemented simply by adding the combinations of primitive 
actions and their meanings to the knowledge base in the primitive action 
composition module for realizing the other sign language recognition system. In 
other words, by realizing this method, it will be possible to integrate more than 400 
sign language systems without implementing ad hoc recognition and synthesis 
systems for each. This method will realize a new global communication platform 
that avoids the communication divide and allows people to communicate freely in 
the current situation, where people communicate in many ways.  
 
3 HamNoSys (The Hamburg Sign Language Notation System) 
 
This paper uses HamNoSys (The Hamburg Sign Language Notation System) [6], a 
transcription system common to all signs, to realize multiple primitive action 
recognition modules. The HamNoSys is a transcription system for all sign languages 
with a direct correspondence between symbols and gesture aspects, such as hand 
location, shape, and movement. We can realize each primitive action recognition 
function according to each handshape chart [27] in HamNoSys. 
 
  



306 PROCEEDINGS OF THE 33RD INTERNATIONAL CONFERENCE ON 
INFORMATION MODELLING AND KNOWLEDGE BASES EJC 2023 

 
Figure 1 shows the HamNoSys handshape chart. The description of each handshape 
in Figure 1 comprises symbols for the basic forms and diacritics for thumb position 
and bending. By this approach, the handshape descriptions should include all 
handshapes used in sign language worldwide. HamNoSys can be applied 
internationally because it does not refer to nationally diversified finger figures.  
 

 
 

Figure 1: HamNoSys Handshape Chart 
Source: [27]. 

 
We construct each primitive action recognition module that recognizes the shape of 
each finger appearing in Figure 1. All finger-expressed signs are combinations of 
finger shapes in Figure 1. We can potentially recognize all the world's sign languages 
by building a system that can recognize all these finger shapes. We only need to 
prepare as a knowledge base which combinations of finger shapes indicate what 
meaning. The primitive action composition module is the function that derives 
meaning using this knowledge base. In other words, our method can realize the 
recognition of various signs without training data from sign language videos simply 
by appending the knowledge base referenced by the primitive action composition 
module. This eliminates the need to collect sufficient video sign language media 



T. Nakanishi: A Primitive Action-driven Recognition Method for the Realization of Global 
Heterogeneous Sign Language Recognition 307. 

 
content necessary to achieve sign language recognition. We can easily realize a 
unified global sign language recognition system. This method will realize a new 
global communication platform that avoids the communication divide and allows 
people to communicate freely in the current situation, where people communicate 
in many ways. 

 
4 Primitive Action-driven Recognition Method 
 
This section presents our new method— a primitive action-driven recognition 
method. This sign language recognition method can easily and uniformly apply to 
various sign language systems. This method will realize a new global communication 
platform that avoids the communication divide and allows people to communicate 
freely in the current situation, where people communicate in many ways. 

 
4.1 Overview 
 
The primitive action-driven recognition method consists of preprocessing (time-
series skeletal feature extraction), multiple primitive action recognition modules, and 
a primitive action composition module, as shown in Figure 2. 
 
The preprocessing extracts time-series skeletal feature data from the input sign 
language video data. The time-series skeletal feature data recognizes basic hand 
movements in multiple primitive action recognition modules.  
 
The multiple primitive action recognition modules recognize basic hand 
movements. We construct each primitive action recognition module that recognizes 
the shape of each finger in HamNoSys [6][27], as shown in Figure 1. This module 
recognizes the basic action of each hand from the time-series skeletal features and 
converts it into symbols specified by HamNoSys called sign language spelling. 
 
The primitive action composition module determines the actual sign meaning from 
the combination of recognition results from multiple primitive action recognition 
modules by using a sign language spelling knowledge base. When introducing a new 
sign language system, this method can be implemented simply by adding the 
combinations of primitive actions and their meanings to the sign language spelling 
knowledge base in the primitive action composition module. 
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Figure 2: An overview of a primitive action-driven recognition method. This method consists 
of preprocessing (time-series skeletal feature extraction), multiple primitive action 

recognition modules, and a primitive action composition module. The multiple primitive 
action recognition modules recognize basic hand movements. The primitive action 

composition module integrates the recognition results of the multiple primitive action 
recognition modules according to the description in the sign language spelling knowledge 

base to infer the meaning of the input sign language. 
Source: own. 

 
The sign language spelling knowledge base consists of a sequence of symbols called 
sign language spellings defined by HamNoSys and a word. When users can use 
HamNoSys as a reference for sign spelling and the hand shapes that make up the 
sign language, they can easily add new words to this knowledge base. This is the 
most important feature of this method. Most previous sign language recognition 
methods required enough labeled video content representing sign language as 
training data. However, our works [1][2][3][4] have shown that it is difficult to collect 
enough sign language video content to apply existing machine learning methods. 
 
Furthermore, according to the reference [5], to apply various sign languages 
worldwide, it is necessary to realize as many as 400 different sign languages into an 
integrated system. Furthermore, according to the reference [5], to apply various sign 
languages worldwide, it is necessary to realize as many as 400 different sign languages 
into an integrated system. An existing study used to implement a simplified 
knowledge base description method is HamNoSys [6][27]. The HamNoSys is a 
transcription system for all sign languages with a direct correspondence between 
symbols and gesture aspects, such as hand location, shape, and movement. The 
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handshape descriptions should include all handshapes used in sign language 
worldwide. HamNoSys can be applied internationally because it does not refer to 
nationally diversified finger figures. When we can create a sign language spelling 
knowledge base of sign language spelling and word pairs using HamNoSys for each 
of the various sign languages, we can realize an integrated sign language recognition 
system across the different sign languages. 
 
4.2 Preprocessing (Time-series Skeletal Feature Extraction) 
 
The preprocessing extracts time-series skeletal features representing both hands' 
positions each time from sign language video data. Figure 3 shows the detail of the 
time-series feature extraction modules.  
 

 
 

Figure 3: Preprocessing (Time-series Skeletal Feature Extraction) 
Source: own. 

 
First, it converts the input sign language video data into a set of images at each time 
as the time-series media content set. Next, it extracts features representing both 
hands' positions in each image. Through this process, we can obtain time-series 
multiple features at each time. In this paper, we apply Mediapipe [28] to feature 
extraction. The Mediapipe can extract hands, faces, arms, and body parts skeletal 
features. This paper uses landmarks of both hands' parts as features. The Mediapipe 
extracts each normalized position (x,y,z) data of 42 landmarks from each image. We 
can obtain 126 features each time as time-series features. Therefore, it generates a 
126 × 𝑔𝑔 time-series feature matrix. This matrix shows the 126 features of the motion 
extracted from the sign language represented in the input video and their temporal 
variation. 
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4.3 Multiple Primitive Action Recognition Modules 
 
The multiple primitive action recognition modules recognize basic hand 
movements, as shown in Figure 4. We construct each primitive action recognition 
module that recognizes the shape of each finger in HamNoSys [6][27]. 
 
From the time-series skeletal features extracted by preprocessing, all primitive action 
recognition modules are executed for each time, and the corresponding primitive 
actions are derived. In other words, this module assigns a single symbol by 
HamNoSys that represents the hand movement each time. We can obtain the 
representation of recognition results for each frame as a sequence of HamNoSys 
symbols. The symbol sequence extracted for each time (frame) have duplicates of 
the same symbol. The system deletes consecutive identical symbols. 
 
Through these modules, we can obtain symbol sequences that appear in HamNoSys 
from time series skeletal feature data. 
 

 
 

Figure 4: An overview of multiple primitive action recognition modules 
Source: own. 

 
4.4 Sign Language Spelling Knowledge Base 
 
The sign language spelling knowledge base consists of a sequence of symbols called 
sign language spellings defined by HamNoSys and a word. When users can use 
HamNoSys as a reference for sign spelling and the hand shapes that make up the 
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sign language, they can easily add new words to this knowledge base. This is the 
most important feature of this method. 
 
Figure 5 shows how to compose sign language spelling. In general, sign language 
consists of multiple hand gestures. The sign language spelling describes what 
handshapes are in what order. Figure 5 shows an example of the sign meaning hello 
in Japanese. The sign language meaning hello is performed by a hand gesture with 
the index and middle fingers raised, followed by a hand gesture with the index and 
middle fingers bent. Each hand shape is assigned a symbol that is determined within 
HamNoSys. The Sign language spelling is represented by one or more symbol 
sequences denoted by HamNoSys. 
 
By applying the same methodology, creating a knowledge base for sign language 
recognition worldwide is possible. The HamNoSys set of finger shapes is common 
in the world's sign languages. By introducing such sign language spelling, building a 
knowledge base with simple descriptions is possible without creating or collecting 
new sign language videos. 
 
The sign language spelling knowledge base consists of a sequence of symbols called 
sign language spellings defined by HamNoSys and a word. This knowledge base can 
be created for each different sign language system. Table 1 shows an example of the 
sign language spelling knowledge base. 
 

 
Figure 5: How to compose sign language spelling 

Source: own. 
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Table 1: An example of the sign language spelling knowledge base. The sign language 

spelling knowledge base consists of a sequence of symbols called sign language spellings 
defined by HamNoSys and a word. 

 

 
 

4.5 Primitive Action Composition Module 
 
The primitive action composition module derives appropriate words by matching 
the symbol sequences extracted by the multiple primitive action recognition modules 
with each sign language spelling in the sign language spelling knowledge base. 
 
The primitive action composition module must weigh the similarity between sign 
language spellings and symbol sequences. It is possible to derive a word that matches 
the sign by comparing the sequence of symbols extracted by the multiple primitive 
action recognition modules with the sign spelling in the sign language spelling 
knowledge base using the Levenshtein distance. In this paper, we apply Levenshtein 
distance to weigh the similarity between sign language spellings. Levenshtein 
distance is one of the edit distances and is defined as the minimum number of times 
required to transform one string into another. 
 
5 Conclusion 
 
This paper represented a primitive action-driven recognition method for the 
realization of global heterogeneous sign language recognition. This method defines 
common primitive actions of various sign language systems worldwide. It describes 
what the combination of these primitive actions indicates in various sign language 
systems to realize sign language recognition. This method will realize a new global 
communication platform that avoids the communication divide and allows people 
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to communicate freely in the current situation, where people communicate in many 
ways.  
 
We apply our proposed method to create a new global communication platform and 
develop our method to bridge diverse communities. It is important to seamlessly 
bridge between diverse speaking communities (including the sign language speaker 
community). Our proposed method realizes the platform bridging diverse 
communities. 
 
We will realize a new function that recognizes words and sentences in sign language 
as our future work. We will apply our method to the sign language of various 
countries. We need to establish a sign language segmentation method for this to 
work. Moreover, developing a co-editing environment for a sign language spelling 
knowledge base is necessary to realize this method, verify its effectiveness using 
large-scale data, and conduct experiments on subjects with native signers. 
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