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The important process of time series analysis for public health 
data is to determine target data as a semantic discrete value, 
according to a context from continuous phenomenon around 
our circumstance. The phenomenon is expressed as continuous 
values or discrete data along with time, independent of context. 
Difference of situations in the phenomenon on time axis 
expresses one of the key features of time series data, and 
differences are reflected with adjacent discrete values. Typically, 
each field of experts has their own fields’ specific and practical 
knowledge to specify an appropriate target part of data which 
contains the key features of their intended context in each 
analysis. Those are often implicit, thus not defined as 
systematically and quantitatively. In this paper, we present a 
context-based time series analysis and prediction method for 
public health data. The most essential point of our approach is 
to express a basis of time series context as the combination of 
the following 5 elements (1: granularity setting on time axis, 2: 
feature extraction method, 3: time-window setting, 4: differential 
computing function, and 5: pivot setting) to determine target 
data as semantic discrete values, according to the time series 
context of analysis for public health data. 



14 PROCEEDINGS OF THE 33RD INTERNATIONAL CONFERENCE ON 
INFORMATION MODELLING AND KNOWLEDGE BASES EJC 2023 

 
1 Introduction 
 
Analysis and Prevention for future situation from the past and current data are 
important activities to realize preemptive medicine for human health and early 
detection of spreading infection disease in nature and societies. As our background 
researches, our semantic computing method [9,10,12] and 5D World Map system 
[1,2,3,4,5,6,7,8,11] are applied to analysis from the viewpoint of personal health-
situation and spreading of infection disease. The important process of time series 
analysis for public health data is to determine target data as a semantic discrete value, 
according to a context from continuous phenomenon around our circumstance. The 
phenomenon is expressed as continuous values or as just a raw discrete data along 
the time, independent of context. Difference of situations in the phenomenon on 
time axis expresses one of the key features of time series data, and differences are 
reflected with adjacent discrete values. 
 
Typically, each field of experts has their own field’s specific and practical knowledge 
to specify an appropriate target part of data which contains the key features of their 
intended time series context for each analysis. However, those are often implicit 
therefore not defined systematically and quantitatively. 
 
In this paper, we present a context-based time series analysis and prediction method 
for public health data. The most essential point of our approach is to express a basis 
of time series context as the combination of the following 5 elements (1: granularity 
setting on time axis, 2: feature extraction method, 3: time-window setting, 4: 
differential computing function, and 5: pivot setting) to determine target data as the 
semantic discrete value according to the time series context of analysis and 
prediction for public health data. As our experiment, we realized analysis and 
prediction by applying actual public health data. 
 
Ordinally in time-series data analysis and prediction, we determine the target part of 
data along with time axis with an implicit expert knowledge as each context. Our 
main contribution is to make it possible to explicitly express each context for 
determination of the target part of data. Then we are able to express certain context 
quantitatively, to make compatibility, to share the context quantitatively among the 
different analysis and prediction environment.  By changing the context, we can get 
the different results for discussion and comparison between the different point of 
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view, and to be able to review analytical results of phenomena among users and 
analyst. Our system enables to express expert knowledge of analysis and prediction 
on each specific field, and this makes it possible to analyze and discuss 
interdisciplinary between different fields. The meaning of our new context definition 
is to fix the closed world of the semantic differential computing on time axis from 
viewpoint of database system. So, we can normalize the targe part of data according 
to a context, and it means we can compare the feature extracted from the target data. 
 
One of the main features of our method is to get different results by switching the 
time series context. Our new concept to express time series context by 5 elements 
is shown in Figure 1. 
 
If we apply our new context definition to prediction, we are able to realize 
comparison and discussion between several prediction results for the same data by 
switching the time series context. Therefore, we are not focusing to evaluate the 
output results with the real data. Our method realizes quantitative comparison 
between different time series contexts.  
 
The context definition is quite important to deal with interdisciplinary phenomenon 
between human and providence of nature, such as the field of health, medication, 
environment, and culture which are having time axis. As our experiment, we realized 
our system and context definition in the field of public health to analyze and 
prediction of infection disease. The experiments show the prediction feasibility of 
our method in the field of public health data, effectiveness to generate results for 
discussion regarding switching context, and applicability to express time series 
context of an expert knowledge for analysis and prediction as combination of the 5 
elements to make the knowledge explicit and quantitative expression. 
 
In the next section, we present our method by explaining overview and definitions 
of data and functions. In section 3, we show two experiments by applying actual 
public health data, and we conclude this paper in section 4. 
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Figure 1: Concept of the context-based time series analysis and prediction method for public 
health data. The left side shows context 1 (ex: for overall weekly trend while lockdown of 

pandemic situation), and the right side another context n (ex: prediction laboratory 
throughput capacity of an infection disease). By switching those contexts, we can get the 

different target data (as semantic discrete values) for analysis, and it makes different 
prediction results according to the context from same input data. 

Source: own. 
 

2 A Context-based Time Series Analysis and Prediction Method for 
Public Health Data  

 
In this section, we define a context-based time series analysis and prediction method 
for public health data. First, we explain overview of our method to process the 5 
elements of context to analysis and prediction for public health data. Then we define 
5 elements to express basis of a time series context to generate target data as semantic 
discrete values of analysis and prediction according to the time series context, and 
we also define of input data, target data, and output data of our method.  
 
2.1 Overview of the Context-based Time Series Analysis and Prediction 

Method 
 
We realize our method by the following 4 steps to get analysis and prediction result. 
Overview of the proposing method is shown in Figure 2. 
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Step 1:  Input data (continuous data/raw discrete data) along with time (before 
considering time series context) 
 

Input time series data for reference (IRD) 
Input time series data for prediction (ITD)  

 

Step2: Define a time series context for analysis and prediction by combination of 
the 5 elements 
 

Granularity setting on time axis (GS)  
Feature extraction method (FEM) 
Time-window setting (TWS) 
Differential computing function (DCF) 
Pivot setting on time axis for prediction (PV)  

 
Step3: Extract target data and pivot according to the 5 elements defined in Step2 
 

Confirmed target data (CRD) 
Time point of Pivot on ITD (PV) 

 
Step4: Output prediction result according to the context 
 

Output prediction data (OPD) 
 

 
 

Figure 2: Overview of a context-based time series analysis and prediction method for public 
health data. We realize our model by the 4 steps to output prediction result. 

Source: own. 



18 PROCEEDINGS OF THE 33RD INTERNATIONAL CONFERENCE ON 
INFORMATION MODELLING AND KNOWLEDGE BASES EJC 2023 

 
2.2 Data Structure and Definition of 5 elements to express a time series 

context to determine semantic discrete values as target of analysis 
and prediction  

 
Our approach is to express the basis of time series context for analysis and prediction 
as combination of the following 5 elements, Granularity setting on time axis (GS), 
Feature extraction method (FEM), Time-window setting (TWS), Differential 
computing function (DCF), and Pivot setting on time axis for prediction (PV) to 
determine the appropriate target data as semantic discrete values on time axis. 
 
In the field of analysis of time series data, we have many viewpoints for expressing 
time series context to fix target data not only those elements but also for the specific 
criteria on each field. In this paper, we only focused on the analysis and prediction 
of public health data, and we designed it by applying above 5 elements with the 
expert knowledge which are previously implicit in the brain of each analyst. 
Therefore, by applying the above 5 elements, we are able to express a time series 
context to fix target data and pivot on time axis for analysis and prediction in the 
field of public health data. Each element has each role to fix the target data as 
explaining in the following subsections. 
 
Granularity setting on time axis (GS): Setting granularity on time axis 
corresponds to fix a semantic sampling rate of target data as semantic discrete values. 
We have many conceptual numeral systems on time axis and its sampling size 
according to a context. The granularity setting in time (GS) includes two variables, 
original granularity in time (OG), and target granularity in time (TG). We define data 
structure of GS as the following.  
 
In general, as we can feel in daily life, we have many kinds of numeral systems on 
time axis, such as base 24 system (24 ticks of conceptual and hierarchal structures 
between day and hour), sexagesimal system (60 ticks of conceptual and hierarchal 
structures for second, minute, and hour). We also have several conceptual systems 
on time axis, such as hierarchal text writing system of paper (hierarchal system 
between phrase, sentence, section, and paper), music hierarchal system (hierarchal 
system between note, phrase, section, movement, and a piece of music) Moreover, 
we use specific segmentation to fix an important part of data by applying additional 
information other than data itself, such as heart beat rate during workout or not, 
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blood pressure value in duration of medication or not. We have introduced the 
conceptual tick and the hierarchal system of music data as “grain and tree-structured 
granularity” for music analysis in our previous research [14]. By switching the system 
and selecting the level of granularity, we can specify an appropriate grain of data 
according to a context. Ordinally in the field of data analysis, the granularity of input 
data will be used as is the granularity of the targe data. Our model makes it possible 
to explicit desired granularity of context to generate target data for each analysis and 
prediction. If we have an attention on larger granularity, the difference between data 
expresses comprehensive feature. Other cases, if we have another attention on 
smaller granularity, the difference between data expresses detailed differential feature 
of the data. 
 
𝐺𝐺𝐺𝐺𝑎𝑎 ⊃ {𝑂𝑂𝑂𝑂𝑏𝑏 ,𝑇𝑇𝑇𝑇𝑏𝑏}       (1) 

(𝑎𝑎 = 1,𝑎𝑎𝑎𝑎)(𝑎𝑎 = 𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 𝑚𝑚𝑚𝑚𝑚𝑚ℎ𝑜𝑜𝑜𝑜 𝑖𝑖𝑖𝑖,𝑎𝑎𝑎𝑎
= 𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 𝑜𝑜𝑜𝑜 𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 𝑚𝑚𝑚𝑚𝑚𝑚ℎ𝑜𝑜𝑜𝑜) 

(𝑏𝑏 = 1,𝑏𝑏𝑏𝑏)(𝑏𝑏 = 𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔 𝑖𝑖𝑖𝑖, 𝑏𝑏𝑏𝑏
= 𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 𝑜𝑜𝑜𝑜 𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔) 

 
Feature extraction method (FEM): Setting of the feature extraction method 
means normalization of values of target data in a closed world of context for analysis 
and prediction. We define data structure of FEM as the following. The feature 
extraction method is the quantification method to generate value of the target data 
on time axis, such as ratio out of maximum number, specific quantity, semantic 
feature value on specific viewpoint, and so on. 
 
𝐹𝐹𝐹𝐹𝐹𝐹𝑐𝑐       (2) 

(𝑐𝑐 = 1, 𝑐𝑐𝑐𝑐)(𝑐𝑐 = 𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 𝑚𝑚𝑚𝑚𝑚𝑚ℎ𝑜𝑜𝑜𝑜 𝑖𝑖𝑖𝑖, 𝑐𝑐𝑐𝑐
= 𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 𝑜𝑜𝑜𝑜 𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 𝑚𝑚𝑚𝑚𝑚𝑚ℎ𝑜𝑜𝑜𝑜) 

 
Time-window setting (TWS): Setting the time- window means selection of 
intended range of time axis for each context. Time-window setting (TWS) contains 
two variables, starting time point (TS) and ending time point (TE). We define data 
structure of TWS as the following. 
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𝑇𝑇𝑇𝑇𝑇𝑇𝑑𝑑 ⊃ {𝑇𝑇𝑇𝑇𝑡𝑡𝑡𝑡,𝑇𝑇𝑇𝑇𝑡𝑡𝑡𝑡}       (3) 

(𝑑𝑑 = 1,𝑑𝑑𝑑𝑑) 
(𝑑𝑑 = 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡_𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 𝑖𝑖𝑖𝑖, 𝑑𝑑𝑑𝑑

= 𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 𝑜𝑜𝑜𝑜 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡_𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 𝑚𝑚𝑚𝑚𝑚𝑚ℎ𝑜𝑜𝑜𝑜) 
(𝑡𝑡𝑡𝑡 = 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 𝑜𝑜𝑜𝑜 𝐼𝐼𝐼𝐼𝐼𝐼) 

 
Differential computing function (DCF): Setting of the differential computing 
method means switching type of ruler to calculate differential feature between 
adjacent data on time axis for each context. We define data structure of the DCF as 
the following. 
 
The differential computing method is a quantification method to calculate value of 
the difference of the target data on time axis, such as regressive curve, tilt/angle, 
slope, trend line linear, substruction, ratio between each substruction, a color system 
to calculate distance between colors, and so on. The determination of the differential 
computing method is often considered with the feature extraction method since in 
many cases, as both two are developed together in specific research field such as 
metadata generation method and the specific calculation system for the metadata.  
 
𝐷𝐷𝐷𝐷𝐷𝐷𝑒𝑒       (4) 

(𝑒𝑒 = 1, 𝑒𝑒𝑒𝑒) 
(𝑒𝑒 = 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 function 𝑖𝑖𝑖𝑖, 𝑒𝑒𝑒𝑒
= 𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 𝑜𝑜𝑜𝑜 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 function) 

 
Pivot setting (PV): Setting pivot means to fix an effective timing of starting 
prediction by applying target data of each context. The pivot is a starting time point 
of predication that matched the conceptual meaning of the starting time of target 
data, such as the same day of week, same month in a year, having a similarity in 
supportive data, having a similarity in target data, and so on. We define data structure 
of PV as the following. 
 
𝑃𝑃𝑃𝑃ℎ       (5) 

(ℎ = 1,ℎ𝑚𝑚) 
(ℎ = pivot setting 𝑖𝑖𝑖𝑖,ℎ𝑚𝑚 = 𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 𝑜𝑜𝑜𝑜 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠) 

(𝑡𝑡𝑡𝑡 = 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 𝑜𝑜𝑜𝑜 𝐼𝐼𝐼𝐼𝐼𝐼) 
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2.3 Data Structure and Definition of Input Data, Target data, and Output 

Data of the Context-based Time Series Analysis and Prediction 
Method 

 
Our input data consists of the following two data, 1) Input Reference Data (IRD) 
and 2) Input Target Data (ITD). IRD is a base data for picking up target data 
according to a context. ITD is a prediction target data by applying the target data 
also according to the context. We define the data structure of the two inputs data as 
the following formula. ITD=IRD might be possible when if the IRD is also desired 
prediction data, and ITD=null might be also possible when if only analysis. We 
define IRD and ITD as the followings. 
 
Input time series data for reference (IRD): 

 
�𝐼𝐼𝐼𝐼𝐼𝐼[𝑛𝑛,𝑡𝑡,𝑣𝑣,𝑝𝑝],⋯ , 𝐼𝐼𝐼𝐼𝐼𝐼[𝑛𝑛𝑛𝑛,𝑡𝑡𝑡𝑡,𝑣𝑣𝑣𝑣,𝑝𝑝𝑝𝑝]�      (6) 

(𝑛𝑛 = 1,𝑛𝑛𝑛𝑛)(𝑛𝑛𝑛𝑛 = 𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 𝑜𝑜𝑜𝑜 𝐼𝐼𝐼𝐼𝐼𝐼) 
(𝑡𝑡 = 1, 𝑡𝑡𝑡𝑡)(𝑡𝑡𝑡𝑡 = 𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 𝑜𝑜𝑜𝑜 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝) 

(𝑣𝑣 = 1, 𝑣𝑣𝑣𝑣)(𝑣𝑣𝑣𝑣 = 𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣) 
(𝑝𝑝 = 1,𝑝𝑝𝑝𝑝)(𝑝𝑝𝑝𝑝 = 𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 𝑜𝑜𝑜𝑜 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝) 

 
Input time series data for prediction (ITD): 

 
�𝐼𝐼𝐼𝐼𝐼𝐼[𝑚𝑚,𝑡𝑡,𝑣𝑣,𝑝𝑝],⋯ , 𝐼𝐼𝐼𝐼𝐼𝐼[𝑚𝑚𝑚𝑚,𝑡𝑡𝑡𝑡,𝑣𝑣𝑣𝑣,𝑝𝑝𝑝𝑝]�      (7) 

(𝑚𝑚 = 1,𝑚𝑚𝑚𝑚)(𝑚𝑚𝑚𝑚 = 𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 𝑜𝑜𝑜𝑜 𝐼𝐼𝐼𝐼𝐼𝐼) 
 
Confirmed target data (CRD): 
The data structure of the target data is formalized as the following. 
 
�𝐶𝐶𝐶𝐶𝐶𝐶[𝑛𝑛,𝑡𝑡𝑡𝑡,𝑣𝑣𝑣𝑣,𝑝𝑝𝑝𝑝],⋯ ,𝐶𝐶𝐶𝐶𝐶𝐶[𝑛𝑛𝑛𝑛,𝑡𝑡𝑡𝑡𝑡𝑡,𝑣𝑣𝑣𝑣𝑣𝑣,𝑝𝑝𝑝𝑝𝑝𝑝]�       (8) 

(𝑟𝑟𝑟𝑟 = 1, 𝑡𝑡𝑡𝑡𝑡𝑡)(𝑡𝑡𝑡𝑡𝑡𝑡 = 𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 𝑜𝑜𝑜𝑜 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝) 
(𝑣𝑣𝑣𝑣 = 1, 𝑣𝑣𝑣𝑣𝑣𝑣)(𝑣𝑣𝑣𝑣𝑣𝑣 = 𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣) 

(𝑝𝑝𝑝𝑝 = 1,𝑝𝑝𝑝𝑝𝑝𝑝)(𝑝𝑝𝑝𝑝𝑝𝑝 = 𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 𝑜𝑜𝑜𝑜 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝) 
 
Output prediction data (OPD): 

 
Data structure of the output data structure is formalized as the following. 
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�𝑂𝑂𝑂𝑂𝑂𝑂[𝑚𝑚,𝑡𝑡𝑡𝑡,𝑣𝑣𝑣𝑣,𝑝𝑝𝑝𝑝],⋯ ,𝑂𝑂𝑂𝑂𝑂𝑂[𝑚𝑚𝑚𝑚, 𝑡𝑡𝑡𝑡𝑡𝑡,𝑣𝑣𝑣𝑣𝑣𝑣,𝑝𝑝𝑝𝑝𝑝𝑝]�       (9) 

(𝑡𝑡𝑡𝑡 = 1, 𝑡𝑡𝑡𝑡𝑡𝑡)(𝑡𝑡𝑡𝑡𝑡𝑡 = 𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 𝑜𝑜𝑜𝑜 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝) 
(𝑣𝑣𝑣𝑣 = 1, 𝑣𝑣𝑣𝑣𝑣𝑣)(𝑣𝑣𝑣𝑣𝑣𝑣 = 𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣) 

(𝑝𝑝𝑝𝑝 = 1,𝑝𝑝𝑝𝑝𝑝𝑝)(𝑝𝑝𝑝𝑝𝑝𝑝 = 𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 𝑜𝑜𝑜𝑜 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝) 
 
2.4 Functions of the Context-based Time Series Analysis and Prediction 

Method 
 
Function to determine target data and pivot: 

 
We define the function to determine target data and pivot as the following. 

𝑓𝑓𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑_𝑟𝑟𝑟𝑟𝑟𝑟_𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑�𝐺𝐺𝐺𝐺𝑎𝑎,𝐹𝐹𝐹𝐹𝐹𝐹𝑏𝑏,𝐹𝐹𝐹𝐹[𝑡𝑡𝑡𝑡,𝑡𝑡𝑡𝑡],𝐷𝐷𝐷𝐷𝐷𝐷𝑐𝑐,𝑃𝑃𝑃𝑃ℎ,𝐼𝐼𝐼𝐼𝐼𝐼[𝑛𝑛,𝑡𝑡,𝑣𝑣,𝑝𝑝],𝐼𝐼𝐼𝐼𝐼𝐼[𝑛𝑛𝑛𝑛,𝑡𝑡,𝑣𝑣,𝑝𝑝]� →
�𝐶𝐶𝐶𝐶𝐶𝐶[𝑛𝑛,𝑡𝑡𝑡𝑡,𝑣𝑣𝑣𝑣,𝑝𝑝𝑝𝑝],⋯ ,𝐶𝐶𝐶𝐶𝐶𝐶[𝑛𝑛𝑛𝑛,𝑡𝑡𝑡𝑡𝑡𝑡,𝑣𝑣𝑣𝑣𝑣𝑣,𝑝𝑝𝑝𝑝𝑝𝑝],𝑃𝑃𝑃𝑃𝑚𝑚�     (10) 
 
Function for prediction according to the context: 

 
We define the function for prediction as the following. 

𝑓𝑓𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒_𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝_𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑�𝐼𝐼𝐼𝐼𝐼𝐼[𝑚𝑚,𝑡𝑡,𝑣𝑣,𝑝𝑝],𝐶𝐶𝐶𝐶𝐶𝐶[𝑛𝑛,𝑡𝑡,𝑣𝑣,𝑝𝑝],𝑃𝑃𝑃𝑃𝑚𝑚� →
�𝑂𝑂𝑂𝑂𝑂𝑂[𝑚𝑚,𝑡𝑡𝑡𝑡,𝑣𝑣𝑣𝑣,𝑝𝑝𝑝𝑝],⋯ ,𝑂𝑂𝑂𝑂𝑂𝑂[𝑚𝑚𝑚𝑚,𝑡𝑡𝑡𝑡𝑡𝑡,𝑣𝑣𝑣𝑣𝑣𝑣,𝑝𝑝𝑝𝑝𝑝𝑝]� (11) 
 
3 Experiment Study  
 
We realized our experimental studies by applying COVID-19 number of confirmed 
cases data as the actual phenomenon of one of the public health issues.  
 
Experiment 1: 
 
This experiment is to predict Covid-19 number of cases to expect tightness of testing 
throughput capacity of the Covid-19 (infection disease) in a laboratory during the 
coming week in Austria with single parameterized input data. The point of this 
experiment is to know what day of the week we need to expect maximum number 
of processing. A testing laboratory has implicit statistics that the number of 
confirmed cases is mostly synchronized with tightness day of the testing throughput 
capacity. To determine reference data for prediction, we set the following two 
contexts by an expert of analysis in the field of public health data. The time series 
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context 1 is to reflect the most recent situation for prediction. The context 2 is to 
reflect the most similar situation in for prediction. By applying the two contexts to 
determine reference data to the prediction, we expect to get different prediction 
result according to each context. 
 
The important knowledge in the context setting of experiment 1 is to focus on the 
number of confirmed cases on Sundays, since most of the testing sites are closed on 
Sundays in Austria by business restrictions same as other DACH countries, and the 
confirmed cases on Sundays are expressing only the results from the regional core 
hospitals to care relatively severe conditioned patients. The expert of analysis in the 
field of public health data who set those contexts assumes that ratio comparing by 
the Sunday’s number expresses one of the key features of situation of the following 
days on the week. Therefore, starting time point of the TWS and the PV is on Sunday 
in this experiment.  
 
Input data and time series context 1 for experiment 1: to predict tightness of 
testing throughput capacity of the Covid-19 (infection disease) in a laboratory during 
the coming week in Austria by reflecting the most recent situation for 
prediction. 
 
Input time series data for reference (IRD) = Covid-19 number of confirmed cases 
in Austria which is published by ECDC [16] 
 
Input time series data for prediction (ITD) = prediction data is same as IRD, Covid-
19 number of confirmed cases in Austria 

 
Granularity setting (GS)   
Original granularity (OG) = daily 
Target granularity (TG) = daily 
Feature extraction method (FEM) = actual number of confirmed cases  
Time-window setting (TWS) = most recent 1 week starting from Sunday on IRD 
Differential computing function (DCF) = ratio between starting point number 
of cases 
Pivot setting on ITD (PV) = the most recent Sunday on ITD 
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The confirmed reference data (CRD) for context 1 of experiment1 and the 
prediction output (OPD) are shown in Figure 3. 
 

 
 

Figure 3: The confirmed reference data (CRD) and the prediction output (OPD) for context 1 
of experiment1. The top left data (blue line) shows the most recent one-week data starting 
from Sunday which reflect the context 1, and the number of confirmed cases on each day 

calculated as the ratio between cases of Sunday and cases of each day as shown in the table. 
The ratio applied to predict the next one-week number of cases as the right bottom table. 

The output prediction data (OPD) is shown in top right (orange line). 
Source: own. 

 
Input data and time series context 2 for experiment 1: to predict tightness of 
testing throughput capacity of the Covid-19 (infection disease) in a laboratory during 
the coming week in Austria by reflecting the most similar past situation 
(amount of change and absolute value) for prediction 
 
Input time series data for reference (IRD) = Covid-19 number of confirmed cases 
in Austria which is published by ECDC [16] 
 
Input time series data for prediction (ITD) = prediction data is same as IRD, Covid-
19 number of confirmed cases in Austria 

 
Granularity setting on time axis (GS)   
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Original granularity (OG) = daily (for reference data), weekly (for determination of 
reference data) 

 
Target granularity (TG) = daily for prediction 
Feature extraction method (FEM) = actual number of confirmed cases  

 
Time-window setting (TWS) = most recent 1 week starting from Sunday that 
matched condition (condition: combination of slope trend (over two weeks of 
decreasing trend) and absolute value (the time point right after under 5000 cases)) 
 
Differential computing function (DCF) = ratio between starting point number of 
cases 
 
Pivot setting on ITD (PV) = the most recent Sunday on ITD 
 
The Process to determine the confirmed reference data (CRD) for the context 2 of 
experiment1 is shown in Figure 4, and the confirmed reference data (CRD) for 
context 1 of experiment1 and the prediction output (OPD) are shown in Figure 5. 
 

 
 

Figure 4: Process to determine the confirmed reference data (CRD) for the context 2 of 
experiment1. The figure shows number of confirmed cases on every Sundays (as weekly 
data), and the red squares show two candidate weeks that matched condition of time-

window setting (TWS) of the context 2. The most recent week from the candidates (the right 
red square) has been determined as the reference data (CRD). The green square shows time 

point of the pivot (PV) for prediction. 
Source: own. 
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Figure 5: The confirmed reference data (CRD) and the prediction output (OPD) for context 2 
of experiment1. The top left data (blue line) shows the one-week data that matched condition 
starting from Sunday which reflect the context 2, and the number of confirmed cases on each 

day calculated as the ratio between cases of Sunday and cases of each day as shown in the 
table. The ratio applied to predict the next one-week number of cases as the right bottom 

table. The output prediction data (OPD) is shown in top right (orange line). 
Source: own. 

 

 
Figure 6: Comparison between CRD (confirmed referential data), OPD (output prediction 

data), and the actual number of confirmed cases. Left-side chart is result of context 1 of 
experiment1(by reflecting the most recent situation for prediction), and the right-side chart is 

result of context 2 of experiment (by reflecting the most similar past situation (amount of 
change and absolute value) for prediction). Dash line shows prediction data, double line 
shows CRD (confirmed referential data), and the solid line shows actual number of cases 

which later published from ECDC. By comparing OPD and the actual number of cases, the 
context 2 is closer than context 1. 

Source: own. 
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Comparison between CRD (confirmed referential data), OPD (output prediction 
data), and the actual number of confirmed cases are shown in Figure 6. The left-side 
chart is result of context 1 of experiment1, and the right-side chart is result of 
context 2 of experiment. Dash line shows prediction data, double line shows CRD 
(confirmed referential data), and the solid line shows actual number of cases which 
later published from ECDC. By comparing OPD and the actual number of cases, 
the context 2 is closer than context 1. Results of the experiment 1 show following 
discussions. 
 

Prediction feasibility of our method in the field of public health data 
Realized quantitative comparison between different time series context  

 
Effectiveness to generate results for discussion regarding switching the setting of 5 
elements to reflect better settings of time series context to the other prediction 
quantitatively 
 
Applicability to express time series context of an expert knowledge for analysis and 
prediction as the combination of 5 elements, to make the knowledge explicit and 
quantitative expression 
 
Experiment 2: 
 
Experiment 2 is focusing on switching two major variant, Alpha and Delta, during 
pandemic situation of Covid-19 in 2022 with multiparametric input data. This 
experiment is to predict the timing to reach over 90% ratio of a spreading 
(increasing) variant while switching with another variant. To determine reference 
data for prediction, we set the following two contexts to select input time series data 
for reference (IRD), by an expert of analysis in the field of public health data. The 
time series context 1 is to reflect the closer population, and the time series context 
2 is to reflect the closer population density. By applying those contexts, we selected 
Covid-19 confirmed number of variant cases of nationwide data of United Kingdom 
and city level data of London as the input time series data for reference (IRD) which 
is published by government of United Kingdom [15]. Those areas have already 
switched majority from Alpha variant to Delta variant completely, and the Delta 
variant reached over 90% ratio. And we also selected Covid-19 confirmed number 
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of variant cases of Saitama as input time series data for prediction (ITD) which are 
still in the half time point of switching majority from Alpha variant to Delta variant.  
 
The important knowledge in the context setting of experiment 2 is to focus on closer 
population and closer population density. The expert of analysis in the field of public 
health data who set those contexts assumes that rapidness of switching two major 
variant is corresponding population density, and rapidness is slower in higher density 
area and rapidness is quicker in lower density area. We expect to get different 
prediction result according to each context, and we also expect get basis to compare 
it for discussion of the expert’s assumption. 
 
In this experiment, we extract rapidness of switching two major variants by applying 
the rapidness calculation function which we already introduced in [13] as the 
differential computing function (DCF), and we reflect it to predict rapidness of 
Saitama (ITD) for the second half situation. The concept of the experiment 2 is 
shown in the Figure 7. For the other time series context were also set by the expert 
from an epidemiological laboratory in Japan for public health data analysis to express 
their desired context for this comparison. 
 

 
 

Figure 7.: Concept of the experiment2 to predict the timing to reach over 90% ratio of a 
spreading (increasing) variant while switching with another variant. The top left shows 

context 1 by applying London data (IRD) and target data (CRD), and the top right shows 
context 2 by applying United Kingdom data (IRD) and target data (CRD). The bottom 

shows time series prediction data of Saitama (ITD). 
Source: own. 
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Input data and time series context 1 for experiment 2: to predict the timing to 
reach over 90% ratio of a spreading (increasing) variant while switching with another 
variant in Saitama by reflecting London (closer feature is population density) 
for prediction 
 
Input time series data for reference (IRD) = Covid-19 number of confirmed Alpha 
and Delta variant cases out of all confirmed variant cases in London (already 
switched the majority of the two variants) which is published by government of 
United Kingdom [15]. Population density of London is 4761 people/square 
kilometers. 
 
Input time series data for prediction (ITD) = Covid-19 number of confirmed Alpha 
and Delta variant cases out of all confirmed variant cases in Saitama (still in the half 
time point of switching majority from Alpha variant to Delta variant) which is 
collected by hospital and testing facility in Saitama. Population density of Saitama is 
6127 people/square kilometers. 

 
Granularity setting on time axis (GS)   
Original granularity (OG) = weekly 
Target granularity (TG) = weekly 
Feature extraction method (FEM) = ratio of confirmed each variant case out 
of all confirmed variant cases 
Time-window setting (TWS) = period during the ratio of IRD and ITD 
between the min-max ratio from 10% and 90% 
Differential computing function (DCF) = area size calculation function [13], 
ratio calculation function of area-a size between IRD and ITD, switching 
rapidness coefficient table between two variants 
Pivot setting on ITD (PV) = crossing point (time point of switching the 
majority of two variant cases) on ITD 
The input time series data for reference (IRD) of London and the time series 
input data for prediction (ITD) of Saitama is shown in Figure 8. 
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Figure 8: The left chart shows time series input data for reference (IRD) of London. The 
right chart shows time series input data for prediction (ITD) of Saitama. This data is time-

series ratio of confirmed patient of each variant of Covid-19 which expresses situation of 
majority of variant of each area. London data shows situation is that this area is already 

switched the majority of the two variants. Saitama data shows situation that this area is still 
in the half time point of switching majority from Alpha variant to Delta variant. 

Source: own. 
 
Determined target data for analysis (CRD) for context 1 of the experiment 2 is 
shown in Figure 9. The size of the area A, B, C and D express rapidness of the 
switching and the smaller size shows quicker switching and larger size shows slower 
switching.  
 

 
 

Figure 9:  Target data for analysis (CRD) of London for experiment 2 by applying 5 elements 
of context which expressing rapidness of switching two major variants. The size of the area 

A, B, C and D express rapidness of the switching and the smaller size shows quicker 
switching and larger size shows slower switching.  

Source: own. 
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Input data and time series context 2 for experiment 2: to predict the timing to 
reach over 90% ratio of a spreading (increasing) variant while switching with another 
variant in Sweden by reflecting United Kingdom (population density is not 
closer) for prediction 
 
Input time series data for reference (IRD) = Covid-19 number of confirmed Alpha 
and Delta variant cases out of all confirmed variant cases in United Kingdom 
(already switched the majority of the two variants) which is published by government 
of United Kingdom [15]. Population density of United Kingdom is 257 
people/square kilometers (not closer). 
 
Input time series data for prediction (ITD) = Covid-19 number of confirmed Alpha 
and Delta variant cases out of all confirmed variant cases in Saitama (still in the half 
time point of switching majority from Alpha variant to Delta variant) which is 
collected by hospital and testing facility in Saitama. Population density of Saitama is 
6127 people/square kilometers (not closer). 

 
Granularity setting on time axis (GS)   
Original granularity (OG) = weekly 
Target granularity (TG) = weekly 
Feature extraction method (FEM) = ratio of confirmed each variant case out 
of all confirmed variant cases 
Time-window setting (TWS) = period during the ratio of IRD and ITD 
between the min-max ratio from 10% and 90% 
Differential computing function (DCF) = area size calculation function [13], 
ratio calculation function of area-a size between IRD and ITD, switching 
rapidness coefficient table between two variants 
Pivot setting on ITD (PV) = crossing point (time point of switching the 
majority of two variant cases) on ITD 

 
The input time series data for reference (IRD) of United Kingdom and the time 
series input data for prediction (ITD) of Saitama is shown in Figure 10. 
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Figure 10: The left chart shows time series input data for reference (IRD) of United 
Kingdom. The right chart shows time series input data for prediction (ITD) of Saitama. This 

data is time-series ratio of confirmed patient of each variant of Covid-19 which expresses 
situation of majority of variant of each area. United Kingdom data shows situation is that this 

area is already switched the majority of the two variants. Saitama data shows situation that 
this area is still in the half time point of switching majority from Alpha variant to Delta 

variant. 
Source: own. 

 

Determined target data for analysis (CRD) for context 1 of the experiment 2 is 
shown in Figure 11. The size of the area A, B, C and D express rapidness of the 
switching and the smaller size shows quicker switching and larger size shows slower 
switching.  The area size analysis of the input time series data for prediction (ITD) 
of Saitama is shown in Figure 12. 
 

 
 

Figure 11: Target data for analysis (CRD) of All UK for experiment 2 by applying 5 elements 
of context which expressing rapidness of switching two major variants. The size of the area 

A, B, C and D express rapidness of the switching and the smaller size shows quicker 
switching and larger size shows slower switching.  

Source: own. 
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Figure 12: Area size analysis of the input time series data for prediction (ITD) of Saitama. 
The area size of A expresses switching force of Delta variant against Alpha variant. The area 
size of C expresses endurance force of Alpha variant against Delta variant. This area size is 
differential computing result and it reflects feature of the Saitama data for the prediction in 

the next step processing. 
Source: own. 

 
Output data and comparison between context 1 and 2 of experiment 2: 
 
By applying the London data and United Kingdom data of rapidness ratio between 
area A, B, C and D, we can get the prediction result of the Saitama after the crossing 
point as area size and the timing of the data over 90% ratio. The output prediction 
data (OPD) of the experiment 2 is shown in Figure 13 for both context 1 and 2. 
 
Results of the experiment 2 shows following discussions. 
 

− Prediction feasibility of our method in the field of public health data with 
the multiparametric input data 

− Realized quantitative comparison between different time series context on 
different places which have different environmental feature  

− Effectiveness for discussion regarding  
− switching the setting of 5 elements with field specific condition 
− processing different kind of granularity on time axis  
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− to reflect better settings of time series context to the other prediction 

quantitatively 
− Applicability of field specific function of public health data analysis to our 

presenting method 
 

 
 

Figure 13: Result of Experiment-2 as the output prediction value (OPD) of Saitama. The 
bottom left values show prediction result by applying London data, and the bottom right 

values show prediction result by applying UK data. The top right values show the actual area 
size and week which later issued for Saitama. By comparing those results, the prediction 
results by applying CRD of London is much closer than CRD of UK to the actual data. 

Source: own. 
 
4 Conclusion 
 
We have presented a context-based time series analysis and prediction method for 
public health data. The most essential point of our approach is to express a basis of 
context as the combination of the following 5 elements (1: granularity setting on 
time axis, 2: feature extraction method, 3: time-window setting, 4: differential 
computing function, and 5: pivot setting) to determine target data as the semantic 
discrete value according to the context of analysis for public health data. As our 
experiment, we realized analysis and prediction by applying public health data. As 
our future work, we will design appropriate evaluation in this field to express the 
essence of our method, we will apply our method not only for prediction but also 
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for datamining/analysis/search, and we will extend our method and the system to 
realize mutual understanding and knowledge sharing on global human-health issues 
in the world-wide scope. 
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