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Abstract Open data and open data ecosystems (ODEs) are 
important for stakeholders from science, businesses, and the 
broader society.  However, concerns about data sharing and data 
handling are significant adoption barriers of ODEs that reduce 
stakeholder participation and thus the success of the initiative. 
Data governance (DG) is proposed as solution, but requirements 
of the three stakeholder groups combined are not clear and 
especially how they can be integrated in one DG concept. This 
paper develops a framework, supporting elicitation of DG 
requirements in ODEs. The framework builds on a series of 
stakeholder workshops and literature research resulting in DG 
requirements and DG mechanisms. The resulting framework 
includes five main dimensions: (1) data usability, (2) ethical and 
legal compliance, (3) data lineage, (4) data access and specified 
data use, and (5) organizational design.  
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1 Introduction  
 
In recent years open data has become a valuable resource in a digitized world. Data 
is considered open when it “ […] can be freely used, modified, and shared by anyone 
for any purpose”(Open Knowledge Foundation, n.d.). Open data can enhance 
transparency and public engagement for public institutions, facilitate innovation and 
development of new products and services in businesses, or can enable research by 
providing combined open data sets (Janssen et al., 2012). Based on these expected 
benefits, governments worldwide increasingly started to propose and implement 
open data platforms (United Nations, 2020). Promising examples are the European 
Open Science Cloud (EOSC) and Gaia-X aiming to funnel data from national or 
regional initiatives into larger combined infrastructures (Bonfiglio, 2021; European 
Commission, 2019).  
 
Despite the potential of open data and open data ecosystems (ODEs), there are 
several barriers that can reduce the willingness of stakeholders to participate and to 
share data. Primarily, these barriers are legal concerns, knowledge protection 
concerns or technical concerns (Zeiringer and Thalmann, 2021). Such barriers are 
especially important in co-opetitive settings between science and industry (Kaiser et 
al., 2020). In this regard, data governance (DG) is frequently proposed to mitigate 
these barriers in ODEs. So far research on DG in ODEs focussed on specific 
stakeholder groups such as science, society, or business. Requirements for DG 
involving all stakeholder groups and finding a suitable consensus is missing so far. 
The maximal benefit of ODEs, however, can only be realized if all three groups 
participate in ODEs. Thus, the paper aims to clarify the following research question:  
 
How to identify data governance requirements for different stakeholder groups in ODEs? 
Therefore, we conducted a study in a regional ODE focusing on data sharing and 
collaboration between science, business, and society. 
 
2 Background 
 
Data ecosystems can be defined as a “set of networks composed by autonomous 
actors that directly or indirectly consume, produce or provide data and other related 
resources” (Oliveira & Lóscio, 2018). These actors can be divided into platform 
owners and users. Platform users can be subdivided into a supply side (e.g., data 
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providers or data analysts) and a demand side (e.g., data consumers) (S. U. Lee et al., 
2018a). The DG requirements of platform users are the focus of this paper, since 
the fulfilment of their requirements ultimately determines if a data platform will be 
used or not. One promising way to identify DG requirements of stakeholders is to 
investigate the barriers that prevent participation in ODEs. Beno et al. (2017) 
identified privacy and security issues, missing economic and strategic incentives, 
legal constraints, and technical difficulties as core barriers. To mitigate some of these 
barriers, DG can be implemented in ODEs. DG refers to the allocation of decision 
rights and accountabilities for data related decision-making in organizations (Khatri 
& Brown, 2010). The effects of well implemented DG include the reduction of data 
related risks and positive impacts on organizational performance (Gregory, 2011). 
Abraham et al. (2019) proposes structural mechanisms (e.g., roles and 
responsibilities), procedural mechanisms (e.g., standards, monitoring), and relational 
mechanisms (e.g., communication, training) as core elements of DG frameworks. 
For each of these dimensions concrete DG mechanisms matching the requirements 
of all stakeholder groups need to be defined. Several studies explored DG 
requirements in the context of ODEs or other data ecosystems that can serve as a 
benchmark for the development of DG (see e.g., Al-Ruithe & Benkhelifa, 2017; D. 
Lee, 2014; S. U. Lee et al., 2017; Van Den Broek & Van Veenstra, 2015; Welle 
Donker & van Loenen, 2017; Wende & Otto, 2007).  
 
These studies provide an insight into the requirements of ODEs but do not 
differentiate between ODEs with different stakeholder groups or only allow to 
indirectly assess the DG requirements through intermediate factors or 
configurations. The indirect assessment is problematic for two main reasons: (1) 
Contingency factors or configurations represent generalizations that are a useful 
starting point but can by design not depict the reality of every individual case. (2) 
Indirectly obtaining DG requirements excludes stakeholders from the development 
process of DG, which can lead to less trust, motivation, and participation of 
stakeholders compared to decentralized approaches (S. U. Lee et al., 2018a). A DG 
framework is therefore needed that allows developing ODEs to directly assess DG 
requirements from their individual stakeholder groups. Such a framework is to our 
best knowledge not yet available, although existing frameworks can serve as base for 
its development. Showing the strengths and shortcomings of those existing 
frameworks is not withing the scope of this paper.  
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3 Method and Procedure  
 
A three-stage study (see table 1) was conducted in a regional ODE, that aims to 
develop a reference model for collaborative data use and to foster data cooperation 
between industry and science. Overall, 31 experts in data-related domains and had 
professional experience in Styrian universities and research facilities, public 
administrations, at global players in the automotive industry and pharma industry, 
insurance companies, and consulting agencies participated. Most of the stakeholders 
were in leading or top-level positions. 
 

Table 1: Overview of the research process 
 

 Stage 1 Stage 2 Stage 3 

Method 
Requirement 
workshops 

Literature research Validation workshop 

Details 
16 stakeholders  
from 3 domains 

DG mechanisms 
from 26 sources 

16 stakeholders 
from 2 domains  

Results DG requirements DG framework 
Validated & prioritized  

DG framework 
 
Stage 1 - Requirement workshops: First, DG requirements were identified during three 
separate online workshops in March and April 2021 for stakeholders from science 
(n=6), public institutions (n=4), and business (n=6). Each workshop consisted of 
brainstorming, clustering, prioritization, and an in-depth discussion regarding the 
DG requirements. The workshops were audio-recorded, transcribed and analysed 
using the thematic analysis by Braun and Clarke (2006). 
 
Stage 2 - Literature research:  A literature research was conducted to extend the 
requirements from stage 1 into a DG framework. As a result, 26 papers were 
identified and analysed using the approach of Braun and Clarke (2006). Each sub-
requirement was structured into three levels of requirement fulfilment. Thus, a DG 
framework was developed that combines the empirically identified DG requirements 
with corresponding DG mechanisms obtained in the literature. 
 
Stage 3 - Validation workshop: To validate and prioritize the developed DG framework, 
an online workshop with 16 participants was conducted in December 2021. The 
identified main DG requirements were discussed and prioritized the by distributing 
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10 ‘priority points’ to one or more requirements. Furthermore, they defined their 
minimum level of requirement fulfilment. Two final questions investigated the 
overall importance of DG in ODEs and the influence of the designed DG 
framework on their willingness to participate. 
 
4 Results 
 
The results of our study are five main stakeholder requirements for DG in ODEs: 
(1) data usability, (2) ethical and legal compliance, (3) data lineage, (4) data access 
and specified data use, and (5) organizational design (see table 2). Out of the sixteen 
stakeholders only fifteen participated in the prioritisation. All fifteen of them voted 
for the requirement ‘data usability’ and allocated 43 (28,7%) points to this 
requirement, more than to any other DG requirement. Also, all 15 voters voted for 
‘ethical and legal compliance’ and assigned 35 (23,3%) priority points. The other 
requirements were not prioritized by all voters.  
 

Table 2: Overview, definitions, and prioritisation results of the DG requirements (n=15) 
 

 Requirement definition 
Priority 
sum=15

0 

Unique 
voters  

Data usability 
Users can use the data with the provided 
recourses for the allowed use cases.  

43 
(28,7%) 

15 

Ethical & 
legal 

compliance 

Legal regulations are followed, and data is 
used ethically, fairly, and transparently.  

35 
(23,3%) 

15 

Data Lineage 
Every transformation or alteration of data, 
from data origin to the current form, is 
traceable.  

31 
(20,7%) 

13 

Data access  
& specified  

data use 

Data providers specify, who can access their 
data under which conditions, for which 
purposes and what are allowed use cases.  

28 
(18,7%) 

14 

Organization
al design 

Decision rights and responsibilities are 
clearly specified within an organizational 
structure.  

13  
(8,7%) 

10 

 
4.1 Data usability 
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The usability of the provided data is key feature of an ODE, as one stakeholder 
expressed “[…] it is important, that there is a process in place to ensure, that the 
provided data will enter the system with controlled quality, regarding completeness, 
plausibility and in the end also data quality. This is a crucial starting point for all the 
data processing and the conclusions drawn from the provided data [E1]”. The 
interviewee highlights the relationship between quality of input data and the 
outcome of analytic projects and that “this is a crucial starting point”. In addition to 
the data quality of the data set itself, interviewees mentioned suitable data formats 
as very important from a technical perspective as well as metadata to understand the 
data set. Building on this, other stakeholders highlighted that this is not only true for 
technical data quality measures, but also for more qualitative measures such as 
relevance and up-to-dateness. See table 3 for details of the main requirement ‘data 
usability’.  
 

Table 3: DG mechanisms for ‘data usability’ according to literature research 
 

 Level 1 Level 2 Level 3 

Data quality Quality standards  
Level 1 +  

data cleaning  
Level 2 + stewards 

and data enrichment  

Metadata Non-standardized  
Standardized in the 

data platform  
Standardized for 
different domains  

Data 
formats 

One format 
chosen by data 

providers  

formats chosen by 
data providers  

formats according to 
user needs  

Data 
updates 

No updates  
Regular updates + 

versioning  
Near-time updates + 

versioning  
 
Data Quality - Level 1: Data quality can be ensured by continuously measuring and 
assessing the uploaded data according to data quality standards and metrics (DAMA, 
2010; Otto et al., 2007). Level 2: The data platform can offer additional services to 
further improve data quality. A data cleaning service can be implemented to correct 
errors, standardize information, and validate uploaded data (Comerio et al., 2010). 
Level 3: The introduction of data stewards that are responsible for the quality and 
use of data can further improve data quality (DAMA, 2010). An additional data 
enrichment service can add value to existing data sets by incorporating data from 
other data sources (Comerio et al., 2010). 
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Metadata - Level 1: Metadata can be implemented without standardized meta data 
elements such as free texts (Welle Donker & van Loenen, 2017). Level 2: Preferably, 
metadata and data documentation is standardized throughout the data platform 
(Welle Donker & van Loenen, 2017). Level 3: Commonly agreed upon metadata 
standards are used that are valid for certain domains such as e.g., healthcare (Welle 
Donker & van Loenen, 2017; Zuiderwijk et al., 2012).  
Data formats - Level 1: A basic policy might only require data providers to provide 
data in a single data format of their choice (Welle Donker & van Loenen, 2017). 
Level 2: To further increase the usability of data, data providers can be required to 
offer data in different formats (Welle Donker & van Loenen, 2017). Level 3: An 
advanced policy can even require data providers to offer specific formats that are 
requested by data users (Welle Donker & van Loenen, 2017). 
 
Data updates - Level 1: In a rudimentary implementation data providers upload 
data to the platform and do not update their data at any point (Welle Donker & van 
Loenen, 2017). Level 2: Data providers have to update data regularly (e.g., every 
year) and offer versioning (Welle Donker & van Loenen, 2017). Level 3: Updating 
data near-time and offering versioning can additionally improve data usability for 
data users (Welle Donker & van Loenen, 2017). 
 
4.2 Ethical and legal compliance 
 
General Data Protection Regulation (GDPR) was mentioned by several 
stakeholders, as one said: “I think it is an essential area that generally must be 
considered, since it won’t be possible to avoid dealing with personal data [E1]”. This 
statement highlights, that the data platform needs mechanisms to ensure the correct 
use and processing of personal data and to ensure compliance with the GDPR. 
Furthermore, the user´s ethical responsibilities while using data was highlighted. As 
solution the stakeholders proposed monitoring the operations in the data platform 
and the certification of the DG program. Thereby, it was requested that the overall 
technological implementation of the data platform should ensure data security and 
compliant use and processing of data. See table 4 for the main requirement ‘ethical 
and legal compliance’. 
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Table 4: DG mechanisms for ‘ethical and legal compliance’  
 

 Level 1 Level 2 Level 3 

Monitoring 
and audits 

Done by the 
platform owner  

Done by the platform 
owner and platform 

users  

Level 2  
+ external 

certification 

Compliance 
tools 

DG is techno-
logically 

integrated  

Level 1 
+ automated 
adaptations  

Level 2 + 
measurements and 

indicators  
 
Monitoring and audits - Level 1:  A basic implementation can consist of regular 
audits and monitoring of the DG program by the owner of the data platform 
(Abraham et al., 2019; DAMA, 2010; S. U. Lee et al., 2018b). Level 2: In a more 
decentralized setup, also the platform users audit and monitor the DG program  
(DAMA, 2010; S. U. Lee et al., 2018b) and thus provide a more objective and 
unbiased assessments (DAMA, 2010). Level 3: Certifications according to 
international standards like ISO/IEC 38505-1 that are assured by auditors offer the 
highest standard to ensure compliance (ISO, 2017; Johannsen et al., 2020). 
 
Compliance tools - Level 1: DG controls can be technologically integrated into a 
data platform (Al-Ruithe et al., 2019; Gheorghe et al., 2009). These controls can 
ensure compliance, but are not necessarily linked to specific compliance objectives 
(Gheorghe et al., 2009). Level 2: Once all integrated controls are linked to explicit 
compliance objectives, they can automatically adapt when objectives change 
(Gheorghe et al., 2009). The compliance objectives can be centrally stored in a policy 
repository and should be adjusted according to legal and ethical requirements 
(Gheorghe et al., 2009). Level 3: In addition to these automated controls, compliance 
indicators can be implemented to automatically measure the degree of compliance 
of DG processes (Al-Ruithe et al., 2019; Gheorghe et al., 2009). An example for 
these indicators is the number of instances where personal data was not correctly 
anonymized (Gheorghe et al., 2009). 
 
4.3 Data lineage 
 
A way to trace the data and its transformations in an ODE was requested. One 
interviewee highlighted the importance of data lineage for the overall trust into the 
data platform and the provided data: “[…] it is important for those, that use the data, 
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to build a form of trusted environment and to make clear where data comes from 
[E2]”. Other stakeholders stated that not only the origin of the data, but also the 
applied transformations are important to ensure reproducibility of research. 
Especially for this reproducibility the granularity of the lineage data matters since a 
greater level of detail enables more accurate reproduction of research results. 
Interviewees pointed out that this lineage information needs to be communicated 
very clearly to the platform users, making the access to this information an important 
requirement. See table 5 for details of ‘data lineage’. 
 

Table 5: DG mechanisms for ‘data lineage according’ to literature research  
 

 Level 1 Level 2 Level 3 
Lineage 

type 
Input data  

Level 1 + 
transformations  

Level 2 +  
update lineage  

Granularity 
Information about 

data sets  
Information about 
data sets or tuples  

Information about 
tuples  

Access Visualisation  Level 1 + queries  Level 2 + API  
 
Lineage type - Level 1: The lineage information clarifies from which input data 
given output data was derived, but does not specify which transformations were 
applied during the derivation process (Ikeda & Widom, 2009). Level 2: Additional 
lineage information can contain the transformations that were applied during the 
derivation process ranging from simple aggregations or algebraic operations to 
complex procedures using custom code (Cui & Widom, 2003; Ikeda & Widom, 
2009). Level 3: An extension to level 2 can be a data lineage system, that combines 
lineage information of derived data (input data and transformations) with the update 
history of input data (Das Sarma et al., 2008). This allows data users to view different 
versions of derived data depending on the version of input data they select (Das 
Sarma et al., 2008). 
 
Granularity - Level 1: Coarsely-grained data lineage contains information about 
entire data sets (Ikeda & Widom, 2009). An example can be information about the 
input data set or transformations that were used to produce an output data set (Ikeda 
& Widom, 2009). Level 2: An extension is to provide lineage by offering  information 
about data sets and individual data-tuples (Simmhan et al., 2005). This might require 
the use of dataset abstractions to track data in more general forms than datasets or 
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tuples (Foster, 2003; Simmhan et al., 2005). Level 3: In a finely-grained setup lineage 
information is available about every given data-tuple (Zafar et al., 2017). 
 
Access - Level 1: A fundamental approach can be to visualize lineage information 
using a derivation graph (Simmhan et al., 2005). Level 2: Additional queries on the 
lineage data can be offered, e.g. selecting data with specific transformations 
(Simmhan et al., 2005). Level 3: To complement the access through visualization and 
queries, application programming interfaces (APIs) can allow users to implement 
their own data lineage services (Simmhan et al., 2005).  
 
4.4 Data access and specified data use 
 
The ability to limit data access and data use is a key feature of ODEs as one managing 
director expressed “[…] data security is important, that it is clear how data is 
provided and that sensitive data stays secure inside the platform and access rights, 
and roles are ensured [E3]”. This statement highlights how important data access 
control mechanisms are to ensure, that sensitive data is only available to the intended 
data users. Further, it was stated that the available data needs to be distributed under 
appropriate licenses that must be communicated clearly to the data users. Finally, 
data should only be used for the intended use cases since the context can have 
substantial influence on the possible interpretation of data. See table 6 for details of 
‘data access and specified data use’. 
 
Access control - Level 1: A basic method of access control can be based on the 
identity or role of users (Majumder et al., 2014). In such a setup the platform owner 
could allow access to data depending on the role of a given user (S. U. Lee et al., 
2018b; Majumder et al., 2014). Level 2: To give data providers more control about 
their data, they can specify access rules to their data depending on the role of a given 
user (Majumder et al., 2014). Level 3: A policy-based access control method can 
allow data providers to define individual access policies beyond identity or roles by 
encrypting data before data upload (Majumder et al., 2014). 
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Table 6: DG mechanisms for ‘data access and specified data use’  
 

 Level 1 Level 2 Level 3 
Access 
control 

By platform owner – 
based on user roles  

By data provider –  
based on user roles  

By data provider – 
based on policies  

Licenses Standard license  Licensing options  
Level 2 +  

custom licenses  

Use cases 
Platform standards 

prohibit certain 
purposes of use  

Data providers 
prohibit certain 
purposes of use  

Level 2 + certain 
contexts of use are 

prohibited 
 
Licenses - Level 1: The simplest solution is to define a standard license that applies 
to all data of the data platform and allowing users to use and combine different data 
sets (Martin et al., 2013). Level 2: The data platform can allow data providers to 
choose from a defined set of licenses that should apply to their published data 
(Immonen et al., 2018). Selection guidelines can be offered to guide data providers 
in their selection process (Alamoudi et al., 2020; Immonen et al., 2018). Level 3: In 
the advanced case data providers can choose from a defined set of licenses and 
customize those licenses (Alamoudi et al., 2020; Immonen et al., 2018). 
 
Use cases - Level 1: The implementation of data access standards and 
corresponding service level agreements are a simple way to restrict data usage 
(Abraham et al., 2019; Al-Ruithe et al., 2019; Khatri & Brown, 2010). Level 2: In a 
more advanced case data providers could specify access requirements, that limit the 
use of their data to certain purposes (Custers & Uršič, 2016). These purposes may 
include social use (non-profit), professional use (for-profit) or academic use (Abella 
et al., 2019). Level 3: Data providers could additionally restrict the data usage to 
certain contexts and prohibit data recontextualization, e.g. health data can be used 
for diagnostics but not for health insurances (Custers & Uršič, 2016).  
 
4.5 Organizational design 
 
A clear definition and distribution of DG roles and responsibilities in an ODE are 
of enormous importance for the organizational design, as one interviewee 
highlighted “[…] it is simply important to know, what kind of role distribution is 
present in such a platform. […] It is no simple organizational task to determine, who 
is going to take on which role [E3]”.  In addition, he expressed the requirement of 
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platform neutrality, that should ensure that the (decision) rights of the platform users 
are not restricted by the platform owner. See table 7 for details of ‘organizational 
design’. 
 

Table 7: DG mechanisms for ‘organizational design’ according to literature research 
 

 Level 1 Level 2 Level 3 
Decision 

rights 
Mostly held by 
platform owner  

Shared by platform 
owner and users  

Mostly held by 
platform users  

Roles and 
responsibilities 

Roles are 
implemented  

Level 1+ Roles are 
regularly adapted  

Level 2 + Training  
for role owners  

 
Decision rights - Level 1: In a data platform with a centralized DG design, the data 
related decision rights and control are mostly held by the platform owner (Abraham 
et al., 2019; S. U. Lee et al., 2018b; Lis & Otto, 2021). This centralized form of DG 
can be simpler, but also lacks transparency and stakeholder participation (S. U. Lee 
et al., 2018b). Level 2: A more decentralized approach can allow data users to share 
some of the data related decision rights with the platform owner (Abraham et al., 
2019; S. U. Lee et al., 2018b; Lis & Otto, 2021). Level 3: A fully decentralized or self-
organized approach can locate most of the decision rights to the platform users and 
only keep core decision to the platform owner (Abraham et al., 2019; S. U. Lee et 
al., 2018b; Lis & Otto, 2021). This approach can lead to more transparency and 
stakeholder participation compared to the more central approaches of level 1 + 2 
(S. U. Lee et al., 2018b). However, this approach is also complex and difficult to 
execute (S. U. Lee et al., 2018b). 
 
Roles and responsibilities - Level 1: A basic implementation can define DG roles 
and responsibilities of the data platform (Al-Ruithe & Benkhelifa, 2017). Level 2: 
Additionally, the roles and responsibilities can be regularly reviewed and adapted to 
meet the changing requirements (Al-Ruithe & Benkhelifa, 2017). Level 3: Further, 
the role owners can also receive role-specific training to reduce user errors, increase 
productivity and increase compliance (Otto et al., 2007). 
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5 Discussion and Outlook 
 
We developed a framework for DG requirement identification validated by 
stakeholders from science, public institutions and business. Feedback from 
stakeholders underlined the importance of DG in ODEs and confirmed the positive 
effects of well-designed DG on stakeholder participation.  
 
The main theoretical contribution is the clarification of DG requirements for 
ODEs with the three mentioned stakeholder groups. In addition, we also provide 
corresponding DG mechanisms that match the identified DG requirements. This 
complements existing frameworks that either do not consider varying DG 
requirements of different stakeholder groups and matching DG mechanisms 
(Abraham et al., 2019; Al-Ruithe & Benkhelifa, 2017; Welle Donker & van Loenen, 
2017) or only indirectly identify DG requirements through intermediary factors or 
configurations (S. U. Lee et al., 2017; Van Den Broek & Van Veenstra, 2015; Wende 
& Otto, 2007).  
 
As the main managerial contribution, the newly developed framework can be used 
in ODEs to directly obtain DG requirements from corresponding stakeholder 
groups. This inclusion of stakeholders in the development process of DG can lead 
to more satisfaction, trust, motivation and participation of these stakeholders (S. U. 
Lee et al., 2018b). Fulfilling the DG requirements of different stakeholder groups 
can help to overcome the open data adoption barriers as described by Beno et al. 
(2017).  
 
The main limitation of this paper is, that the developed DG framework is based on 
requirements of a regional ODE. Even though the framework allows to differentiate 
fulfilment levels, the overall DG requirements and sub-requirements might differ in 
other regional contexts and with different stakeholder groups. A generalization of 
our results was not intended but can serve as a foundation for regional or contextual 
adaptations. The scope of this research did not include the implementation of DG 
and it is therefore not possible to make claims about the practical feasibility of the 
proposed DG framework.  
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Future research should explore, how the identified DG framework and the 
suggested DG mechanisms can be implemented in ODEs. In this regard the 
perspective of Open Educational Recources in the context of internationalization 
(Pirkkalainen et. al, 2010) should be taken into account. Additional research is also 
needed to adapt the framework for other regional contexts and different stakeholder 
groups. 
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