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INVITED PAPER
A RECONSIDERATION OF THE FOUNDATIONS

OF IDENTITY MANAGEMENT

ROGER CLARKE

Xamax Consultancy Pty Ltd, Canberra, Australia; Australian National University,
School of Computer Science; UNSW Law, Sydney, Australia.
E-mail: Roger.Clarke@xamax.com.au

Abstract There is widespread recognition that, during the process
of digitalisation, much greater care is necessary in relation to the
needs of individuals and society. One key area in which tensions
exist is identity management. People think that their identities
are intrinsic to themselves.  Yet organisations represent
themselves as 'provisioning' people with their 'identities’. In
addition, the model of identity that organisations typically use
evidences some important deficiencies. A fresh approach is
needed to the model that underpins organisations' management
of their relationships with people. This needs to be based on a
deeper appreciation by designers of the nature of the phenomena
that they seek to document and to exercise control over. A
model of those phenomena is needed that is pragmatic, in the
sense of fulfilling the needs of information systems (IS)
practitioners and organisations, but also of the people whose
data the organisation handles. It also needs to reflect
metatheoretic insights. This paper presents such a model. It
commences by drawing on ontology, epistemology and axiology
in order to establish an outline metatheoretic model. The model
is articulated, at the conceptual level and at the data modelling
level. Initially, a relatively simple model is established, sufficient
for inanimate objects and artefacts. ‘The more complex
requirements of humans are then addressed. Itis contended that
the resulting model provides a robust framework for

identification and authentication in IS.
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1 Introduction

To practitioners, an information system (IS) is a set of interacting activities by
humans and artefacts that involve the handling of data. New categories of IS have
progressively emerged, enabled by increases in the capacity and sophistication of IS
and the information technology (IT) used to support IS. Important among them
are transaction data processing (DP) systems, information systems, management
information systems (MIS), decision support systems (DSS), and autonomous
decision-and-action systems. The last of those categories takes advantage of the
marriage of computing and communications with robotics, by including actuators
that enable direct action by elements of the system on the wotld, and embodies the
delegation of power to artefacts. Many instances are already deployed in, for
example, factories, warechouses, mines and water management, and the decades of

use of automated teller machines.

The effectiveness of all forms of IS depends on the extent to which the underlying
model of the real world appropriately reflects the features of that world that are
relevant to that particular system's purpose. Crucial among those features are the
entities and identities with which the system needs to associate data. The term
"identity management' is commonly used, particularly in relation to the people whose
data organisations handle, but also for inanimate objects such as stock-items and
capital equipment. This aspect of IS has been important throughout the phases of
eCommerce, eBusiness, eGovernment, social media, and more recently digitalisation

and datafication.

This paper re-visits the problem-domains within which 'identity management' is
applied. It builds on prior work in philosophy and the information systems (IS)
literature. Among the wide variety of possible philosophical assumptions, an
approach is selected that reflects the pragmatic world of IS practice. This is directly
relevant to that portion of IS research that secks to deliver information relevant to
IS practice. Given the recent, very strong tendency within the IS discipline towards
sophistication and intellectualisation, and preference for addressing other
researchers rather than IS professionals, the pragmatic metatheoretic model

presented here will be relevant to only a moderate proportion of IS research.



R. Clarke:
A Reconsideration of the Foundations of 1dentity Management

The purpose of the model is to reflect the relevant complexities, and hence to guide
organisations in devising data architectures and business processes for IS that reflect
real-world things and events, with a particular focus on systems in which some of
the real-world things are human beings. The scope encompasses all aspects of the
handling of data relating to all forms of entities and identities. Wherever possible,
the model presented here uses conventional terms in conventional ways. However,
many common usages of terms are ambiguous, inconsistent or unhelpful and even
harmful to the effective design and operation of information systems. In these cases,
terms are used in ways that are materially different from common usage, and in some
cases new terms are proposed. For each term, a definition is provided that relates
that term to the remainder of the framework. Once defined, all of the key terms are
thereafter referred to using an initial capital. A Glossary of the defined terms is
provided (Clarke 2010c).

The paper commences with an outline of the philosophical underpinnings of the
analysis, comprising metatheoretic assumptions in three areas, relating to existence
(ontology), knowledge (epistemology) and value (axiology). A first distinction is
drawn between a real-world and an abstract-world. Within the abstract-world, the
conventional approach is adopted, with two levels, one conceptual and the other
concerned with data. Inanimate entities are addressed first, enabling a relatively
mechanistic approach to be adopted. Human entities are then considered, which
brings into play interests, rights and values, and necessitates further layers of

complexity in the model.
2 A Pragmatic Metatheoretical Model

This section establishes the philosophical foundations underlying the model put
forward in the later sections of the paper. The approach developed in the first paper
in this series, Clarke (2021) is briefly re-presented and extended. The model is
referred to as 'metatheoretic’ (Myers 2018, Cuellar 2020), on the basis that it draws
on relevant branches of philosophy, in particular ontology (concerned with
existence), epistemology (concerned with knowledge) and axiology (concerned with
value). These are key areas in which IS theorists and practitioners alike make
'metatheoretic assumptions', often implicitly, and sometimes consciously. Where
the assumptions are both conscious and intentional, a more appropriate term for

them is 'metatheoretic commitments'.
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The model is also 'pragmatic’, as that term is used in philosophy, that is to say it is
concerned with understanding and action, rather than merely with describing and
representing. The authot's intention is instrumentalist: ‘To achieve change in the
worldviews of IS practitioners and researchers, and hence changes in behaviour
and in the management of data. So the model needs to speak to IS practitioners,
and to those IS academics who intend the results of their research to do the same.
Figure 1 supports the textual explanations with a visual depiction of the key
elements of the model.

Record Record Record
Data-ltem Data-item Data-ltem
Data-ltem Data-ftem Data-ltem
Data-ltem Data-item Data-ltem
Data
Model Data-ltem Data-item Data-item
Data-ltem Data-item Data-item
Abstract
World
Conceptual
Model .
) - Transaction
Entity Aftributes
i Attributes
Attributes
Phenomena
Real
World
Properties Properties

Figure 1: A Pragmatic Metatheoretical Model
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A Reconsideration of the Foundations of 1dentity Management

2.1 Ontology

This section summarises analysis in Clarke (2021). The pragmatic approach adopted
is that there is a reality, outside the human mind, where things exist — a position
commonly referred to as 'realism'. Humans cannot directly know or capture those
things. They can, however, sense and measure those things, create data reflecting
them, and construct an internalised model of those things — an assumption related

to the ontological assumption refetred to as 'idealism'.

The pragmatic model adopted in this paper, and depicted in Figure 1 accordingly
distinguishes a Real World from an Abstract World. The Real World comprises
Things and Events, collectively Phenomena, which have Properties. These can be
sensed by humans and artefacts with varying reliability. Humans create an Abstract
World in which Entities are postulated that are intended to correspond to Real-
World Things, and Attributes of Entities to represent the Properties of Things.
Real-World Events give rise to changes in the Properties of Things, and these are
reflected in the Abstract-World as Transactions that give rise to changes in Entitities'
Attribute-values.

The abstract concept of an Identity, developed further below, caters for the different
ways in which Entities present in different circumstances. The various kinds of
Entities and Identities have Relationships with one another, represented by arrows
in the depiction in Figure 1. The Relationships also have Attributes. Further

discussion of these aspects of the model is provided in the following sub-sections.

In the IS field, it is necessary to adopt a flexible conception of what constitutes the
Real Wortld. This is because some of the IS that practitioners develop, maintain and
operate represent imaginary Things. A design for a new IS is a model of an (as-yet)
imaginary Thing. Some IS are just outline representations of an intended future IS,
to enable assessment of its likely operational effectiveness, efficiency or security.
Other IS create purely formal systems such as games-worlds. Another category of
pseudo-Real-Worlds involves past, possible future, and even entirely hypothetical
contexts, such as the Earth's atmosphere millions of years ago, or following a large-
scale meteorite strike, or 50 years from now, with and without stringent measures to
reduce greenhouse gas emissions. The IS profession and discipline need to be able

to contribute to and support activities in such areas.
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2.2 Epistemology

This section summarises analysis in Clarke (2021). Epistemology is the study of
knowledge. Two contrasting conceptions of knowledge exist. The proposition of
the first, 'empiricism’, is that knowledge is derived from sensory experience, and is a
body of facts and principles accumulated by humankind over the course of time,
that are capable of being stored in the equivalent of a warehouse. This works well
in circumstances where the Things represented by Entities are real rather than
imaginary, and are inanimate, and their handling is largely mechanical. Examples

include aircraft guidance systems and robotic production-lines.

The other, "apriorist' view is that that knowledge is internal and personal, and the
concept is not applicable outside the mind of an individual human. Within this
school of thought, knowledge is the matrix of impressions within which an

individual situates newly acquired information.

In order to cater for these two extremes, the term 'Knowledge' is best avoided,

except when qualified by one of two adjectives:

e 'Tacit Knowledge' exists only in the mind of a particular person, is informal
and intangible, and hence is not readily communicated to others. This
reflects the apriorist view of epistemology; whereas

e 'Codified Knowledge' refers to Data that has been extracted from
individuals' insights, and then structured, expressed and recorded in a more
or less formal language (text, formulae, blueprints, procedure descriptions).
It is disembodied from individuals, but is communicable among them, and
hence capable of delivering a coherent body of Information to individuals

in particular contexts. This reflects the empiricist view of epistemology.

A pragmatic metatheoretic approach must support modelling not only in contexts
that are simple, stable and uncontroversial, but also where there is no expressible,
singular, uncontested 'truth'. The pragmatic assumption adopted here is that both
of those categories of philosophical theories are applicable, but in different

circumstances.
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In Figure 1, the Abstract World is depicted as being modelled at two levels. The
Conceptual Model level endeavours to reflect the modellet's perception of the
Things, the Events and their Properties, by postulating Entities and Entity-
Instances, presentations of Entities called Identities, and Transactions, with

Relationships of various kinds among them, all with Attributes.

The notion of an Entity corresponds to a category of Things, and Transaction to a
category of Events. In the dialect used by ontologists, the term 'universal
corresponds to a category, and 'particular’ refers to an instance. For example, in
biology, the notion 'species' (e.g. African Elephant) is a universal, and the notion
'specimen’ is a particular. An example that is perhaps mote pertinent to IS is the
category cargo-containers, which is a universal or Entity, whereas a specific cargo-
container is a patticular or Entity-Instance. The ideas and terms used in this papet,
and articulated further below, are similar to, but not identical with, related ideas in

the well-developed and diverse sub-discipline of conceptual modelling.

The other level, referred to here as the Data Model, enables the operationalisation
of the relatively abstract ideas in the Conceptual Model level. Central to this level is
the notion of 'Data’. The term, used variously as a plural and as a generic noun,
refers to any quantity, sign, character or symbol, or collection of them, that is in a
form accessible to a person and/or an artefact. The singular term 'datum' has fallen
into disuse in recent times, and 'Data-Item' preferred. 'Real-World Data' or
"Empirical Data' is data that represents ot purpotts to represent some Property of a
Real-Wortld Phenomenon. That is contrasted with 'Synthetic Data', which is Data
that bear no direct relationship to any real-world phenomenon, such as the output
from a random-number generator, or data created as a means of testing the

performance of software under varying conditions.

Beyond Data, the epistemological aspects of the pragmatic model comprise
assumptions made about information, knowledge and wisdom. The term
'information' is used in many ways. Prequently, even in refereed sources, it is used
without clarity as to its meaning, and often in a manner interchangeable with Data.
The pragmatic model adopted in this paper uses the term 'Information’ for a sub-set
of Data: that Data that has value. Data has value in only very specific circumstances.
Until it is in an appropriate context, Data is not Information, and once it ceases to

be in such a context, Data ceases to be Information.
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Some people feel very uncomfortable with a definition that embodies such
looseness, fuzziness and instability. Rather than a nice, straightforward 'thing',
describable in mathematical terms, and analysable using formidable scientific tools,
such a definition makes Information rubbery and intangible, a 'will o' the wisp'. I
contend that attempts to deny that fuzziness lie at the heatt of many problems in IS.
By embodying in the IS profession's world-view a too-precise notion that bears little
relationship with the Real-World, the modeller pre-destines the resulting IS to be a
poor fit with the needs of the IS profession and the people and organisations whose
needs they serve.

2.3 Axiology

This section summarises analysis in Clarke (2021). The final element of the
pragmatic metatheoretic model is concerned with 'Value', in the sense of "the relative
worth, usefulness, or importance of a thing" (OED 1I 6a). The values dominant in
many organisations are operational and financial. However, many contexts arise in
which there is a pressing need to recognise broader economic interests, and values

on other dimensions as well.

Human values are particularly prominent in systems in which people are key players
or users, and in systems that materially affect uninvolved people, usefully referred to
as 'usees' (Clarke 1992, Fischer-Huebner & Lindskog 2001, Baumer 2015).
Examples include people with records in shared industry databases, such as those
for police suspects, tenants and insurees; and the conversation-partners of people

whose voice and/or electronic communications are subjected to surveillance.

The pragmatic approach to Value recognises that:

e in some simple contexts, virtue-based evaluation (ethically or morally
good/bad) may be applicable;

e in other contexts, deontic approaches are necessary, recognising an
obligation, and constraining behaviour to achieve compliance with some
externally-imposed norm;

e other contexts are teleologically-driven, by which is meant that the
determination of appropriate actions is dependent on the degree of

alighment of impacts and outcomes with the designer's purpose. A
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common-denominator measure is needed, conventionally referred to as
'utility';

e in simple contexts, the only value-conflicts that arise may be between the
system-sponsot's financial objectives and system-users' economic needs;
and

e greater complexity arises where the assessment of utility must reflect some
or all of:

o multiple value-sets associated with many different stakeholders;

o stakeholder interests that extend beyond economic factors to
include social, environmental and political objectives;

o intense conflict among values; and

o solutions based on tolerance, negotiation and compromise.
3 Entities and Identities

This section defines and discusses the notions of entity and identity, which are the
two central features of the pragmatic metatheoretic model adopted in this paper. It
draws heavily on an earlier working paper (Clarke 2001a) and published article
(Clatke 2010a, b, ¢, d), but re-casts the model in light of the metatheoretic
discussions above. It first considers them within the Conceptual Model level, and
then at the Data Model level. The notions are applied in this section to inanimate
Real-World Things. The following section addresses additional considerations that

arise when the Things are human beings.
31 (Id)Entities at the Conceptual Model Level

The conception of an entity adopted here has a great deal in common with the
approach used in a wide range of conceptual modelling techniques. An 'Entity' is an
element of a Conceptual Model that corresponds with a Real-World Thing. Itis a
category or collective notion, or a set of instances. In one sense, recognition of
Things and Entities is arbitrary, because a modeller can postulate whatever they want
to postulate. Generally, however, a modeller has a purpose in mind, and postulates
a category judged likely to be useful in understanding some part of the Real-Wortld,

and contributing to its management.
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Examples of an Entity are the sets of all cargo-containers and of all mobile-phones
assigned by an organisation to its employees. Some objects comprise nested layers
of objects. For example, cargo-containers may contain pallet-loads, and within that
cartons, and within each carton smaller boxes. Each specific occurrence within the
set of objects that makes up an Entity is an 'Entty-Instance’. Hence the Entity
cargo-containers comprises many Entity-Instances, one for each particular

container, and possibly many nested layers of Entity-Instances.

Each of the many specific conceptual modelling techniques has terms that
correspond with those used here. In the case of the original Entity-Relationship
Model of Chen (19706), an Entity corresponds with Chen's entity-set ("Entities are
classified into different entity sets such as EMPLOYEE, PROJECT, and
DEPARTMENT" (p.11)", and Entity-Instance has a degtree of correspondence with
Chen's entity: "An entity is a 'thing' which can be distinctly identified. A specific
petson, company, ot event is an example of an entity" (Chen 1976, p.10 — but the
model presented here does not treat an "event" as an Entity-Instance). An Entity
may have 'Entity-Attributes', each of which is an element of a Conceptual Model
that represents a Real-World Property. Containers, for example, have a colour, an
owner, a type (e.g. refrigerated, or half-height), and various kinds of status (e.g. dirty

or clean; and empty or loaded).

Many kinds of Entity are perceived rather differently by the modeller, depending on
the context. An 'Identity' is a particular presentation of an Entity, as arises when it
performs a particular role. A 'Role’ is a pattern of behaviour adopted by an Entity.
An Entity may adopt one Identity in respect of each Role, or may use the same
Identity when performing multiple Roles.

An 'Tdentity-Instance' is a particular occurrence of an Identity. For example, any
particular motor-vehicle is an Entity-Instance; but a motor-vehicle may at any given
time be associated with an Identity-Instance, such as 'the getaway-car', 'the car
carrying a person-at-risk' (e.g. the Pope), or 'the lead-vehicle in a convoy'. Another
example is a single computing device, which is an Entity-Instance, supporting many
processes that interact with one another and with processes running in other devices,

each process being an Identity-Instance.
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Whereas an Entity commonly has physical form, an Identity may have virtual form.
An example of an Identity with physical form is the set of all SIM-cards inserted into
mobile phones. Virtual form, on the other hand, is apparent in the case of processes
running in consumer computing devices and communicating with other processes
running in that or some other device. An Identity is related to the notion of role in
Chen's ER Model: "The role of an entity in a relationship is the function that it
petforms in the relationship" (p.12).

The usage of 'Identity’ in the pragmatic model presented here is very different from
that attributed to the term during recent decades by most organisations. What are
commonly referred to as 'identity management' services commonly embrace
the implicit assumption that Entity and Identity are the same notion or that
each Entity is limited to a single Identity. This does not correspond with
Real-World phenomena, and this single error in mainstream models has led
to a great many difficulties in the use of 'identity management' setvices.
These difficulties arise with inanimate entities, but are particulatly problematic where
the entities ate human. The term 'identity' has longstanding and widespread use by
people to refer to a Real-World phenomenon evidenced by human beings, and it has
subtleties that organisations have no use for, and which organisational practices have
been ignoring. It is important that IS professionals and researchers, and the
organisations that use IS, reflect Real-World phenomena, and respect common
usage, rather than trapping themselves into misrepresentation, misunderstanding

and mis-design.

An Identity may have 'Identity-Attributes', each of which is an element of a
Conceptual Model that represents a Real-World Property. Whereas the colour of a
car, and its make and model, are Attributes of the Entity, the dangerousness of its
occupants is an Attribute associated with the Identity. Similarly, a SIM-card has
different attributes from the mobile handset it is inserted into, and the processes
running in a computer have different attributes from the computer that is hosting

them.

A '"Transaction' is an element of a Conceptual Model that corresponds with a Real-
Wortld Event. It has Transaction-Attributes that reflect Real-World Properties that

the modeller considers to be relevant to the purpose. A key function of a
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"Transaction-Instance' is to give rise to a change in the state of Attributes for one or

more Entity-Instances and/or Identity-Instances.

A 'Relationship' is a linkage between two elements within the Conceptual Model
level. Figure 1 depicts a Relationship between an Entity and an Identity with a line
ending in an arrow at each end. This applies for example to mobile-handsets and
SIM-cards. Entities may also have Relationships with other Entities, and Identities
with other Identities. For example, motor vehicles need to be associated with other
motor vehicles under joint contracts for roadside assistance, and where they are
involved in the same accident. Similarly, containers need to be associated with the
organisations that own them. Organisations also own and insure motor-vehicles,
and hence the two Entities organisations and motor-vehicles need to have some
form of link between them.

A Relationship may have 'Relationship-Attributes'. Cardinality is a particulatly
important attribute. At each end of the line depicting a Relationship it may be that
no Relationship exists in that direction (cardinality 0), or a single linkage (1) may be
mandatory, or a range of linkages may be possible (conventionally, 'n' and 'm', or '0-
n' or '1-n). For example, a cargo container must have precisely one linkage with an
owner (cardinality 1), whereas the Entity that corresponds to Real-World mobile-
phone-handsets may be related to multiple Identity-Instances, associated with
different SIM-cards that are inserted into it, successively or even simultaneously.
The arrow-head on the other end of that line reflects the fact that a SIM-card may
be used in multiple, successive mobile-phone-handsets. Similarly, an Entity for
motot-vehicles has a one-to-many relationship with an Identity for 'getaway-cars'.
Moreover, escapees may use a succession of vehicles, each of which in turn has the

Identity 'getaway-cat'; so the arrow depicting this Relationship is also two-headed.

In the remainder of this article, when referring to both Entities and Identities, the
abbreviation (Id)Entity is applied, and the same approach is adopted to derivative
terms such as (Id)Entity-Instance.
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3.2 (Id)Entities at the Data Model Level

The previous sub-section had its focus on the Conceptual Model level. The
(Id)Entity notions require further articulation at the Data Model level. The terms
Data, Real-World Data, Synthetic Data and Information were introduced in s.2.2
above. The pragmatic approach proposed in this paper embodies several further

concepts.

In the Abstract World in which IS operate, each Attribute of an (Id)Entity is
represented by a 'Data-Item', which is a storage-location in which a discrete 'Data-
Item-Value' can be represented. The term 'Value', in this context, is a somewhat
generalised form of "a numerical measure of a physical quantity” (OED 1 4). For
example, Entity-Attributes of cargo-containers may be expressed at the Data Model
level as Data-Items and Data-Item-Values of Colour = Orange, Owner = MSK
(indicating Danish shipping-line Maersk), Type = Half-Height, Freight-Status =
Empty.

A collection of Data-Items all of which relate to a single (Id)Entity-Instance is
referred to as a 'Record’. A collection of Records may be referred to as a 'File' or
data-set. A Record may relate to a particular Entity-Instance (e.g. a container, or
mobile handset) or to an Identity-Instance (e.g. a SIM-card), or to a Transaction-

Instance. A File relates to an (Id)Entity or to a Transaction.

The term '"Metadata' refers to data that describes some attribute of other Data.
Metadata may be explicitly expressed or captured, by cataloguers; or it may be
automatically generated, i.e. inferred by software. It may be stored with the data to
which it relates, or stored separately. During the last 2-3 decades, the term has

become sufficiently widely-used that hyphenation is no longer common.

A vital question that needs to be addressed is the manner in which each individual
(Id)Entity-Instance is distinguished from all of the other instances of the same
(Id)Entity. Specific terms are adopted in the pragmatic metatheoretic approach
proposed in this paper. The term 'Entifier' refers to any one or more Data-Items
held in a Record whose value(s), alone or in combination, are sufficient to distinguish
any particular Entity-Instance from all other Entity-Instances of the same Entity.
The wotd 'entifietr' is not to be found in the Oxford English Dictionary (OED),
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although 'entify' is. Surprisingly (judging by the absence of prior usages found using
Google Scholar), 'entifier' appears to be a neologism that I originated, first
occurrence in Clarke (2001b), and first published in Clarke (2003), defined at the

time as "the signifier for an entity").

Examples of single-item Entifiers include the BIC-code of a cargo-container (BIC
being an abbreviation of Bureau International des Containers), the Vehicle
Identification Number (VIN) of a motor-vehicle, and the International Mobile
Equipment Identity IMEI) of a mobile-phone. In some circumstances, a proxy-
Entifier may be used, e.g. for a computing device, the Network Interface Card
Identifier (NICId) of an Ethernet card that is installed in it.

Artefacts are usually distinguished by Entifiers that are purpose-designed, and hence
comprise a single Data-Item. However, an example of a multi-data-item Entifier
arises in jurisdictions that re-issue motor-vehicle registration-plates previously
allocated to a now-defunct vehicle. To achieve the uniqueness that is highly

desirable in an Entifier, a date-range needs to be included as part of the Entifier.

An 'Identifiet' is any one or more Data-Items held in a Record whose value(s), alone
or in combination, are sufficient to distinguish any particular Identity-Instance from
all other Identity-Instances of the same Identity. This is a mainstream use of the
term, as evidenced by Oxford English Dictionary (OED) definition 1a: "A thing

used to identify someone or something".

Examples of single-item Identifiers include a code assigned by a traffic-control
authority to a vehicle of interest, for example when monitoring average speed over
a section of road, the Integrated Circuit Card Identification (ICCID) of a SIM-card,

and a process-id (e.g. for a software agent).

In Figure 2, a visual depiction is provided of the elements of the Conceptual and
Data Modelling levels defined so far in this section.

When a Real-World Event occurs, and is reflected in a Conceptual Model-level
Transaction, a Record arises, whose function is to cause a change of state in one or

more Attributes of one or more (Id)Entities. Means are needed to establish which
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(Id)Entity-Instances are affected by the Transaction Record. This is achieved by
means of (Id)Entification processes.

The term 'Identification' refers to the process whereby Data is associated with a
particular Identity-Instance. This involves acquiting or postulating an Identifier that
matches with previously-recorded Data-Item-Values. This application of the term
is consistent with dictionary definitions, and has been used in this manner in my
works since Clarke (1994c). The term has many other, loose usages, however,
particulatly as a synonym for 'identifier' (discussed above) or for 'token' or

'authenticator’.

An example of the Identification process in operation is the matching of a SIM-
card's ICCID to an existing Record. An example of the use of a mult-Data-Item
Identifier is the recognition of a vehicle on the basis of its properties (such as make,
model and colour) at each end of a section of roadway over which average speed is
being assessed. Another example is the use, as a proxy Identifier for a particular
process running in a computing device, of the combination of a port-number and
and IP-address, together with a date-time range (to allow for IP-addresses being

'dynamic’, i.e. subject to being re-assigned).

The term 'Entification' refers to the process whereby Data is associated with a
particular Entity-Instance. This involves acquiring or postulating an Entifier that
matches with previously-recorded Data-Item-Values. The term exists in some
online dictionaries and with a not unrelated meaning, but not in the OED. The term
has been used consistently in my work since Clarke (2001b), but to date neither it

nor, it seems, any equivalent has become mainstream.

The emergence of some such term is important, because there are material
differences between Identification and Entification, variously conceptually, in terms
of the Data involved, and in relation to their impacts and implications. The failure
of conventional identity management schemes to differentiate between
entities and identities, and between identification and entification processes,
has given rise to many IS design, deployment and operational issues.

Examples of Entification include the matching of a particular cargo-container's BIC-

Code, or a motor-vehicle's VIN; to an existing Record. In addition to such putrpose-
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designed Entifiers, Data-Items of convenience are often relied upon. For example,
for computing devices that do not have a reliable, purpose-designed Identifier, the
NICId of the Ethernet (or other) card inserted into the computing device, may be
used as a proxy. An Ethernet NICId is an example of a multi-data-item Entifier, in
that it comprises two Data-Items, an Organizational Unique Identifier (OUI) and a
Manufacturer-Serial-No. Dependence on proxies of this nature has varying degrees
of reliability.

The acquisition of the Entifier may be by observation followed by either
transcription of the Data-Item-Value by a human, or alternatively by technologically-
assisted means such as image-recording using a camera followed by application of
optical character recognition (OCR) to extract the value. Another approach is to
pre-store the Entifier in a machine-readable form, such as a barcode or a chip, and

later use an appropriate technology to extract a copy of that pre-stored Data.

From an administrative perspective, (Id)Entification procedures need to be reliable
and inexpensive. Achieving that aim can be facilitated by pre-recording an
(Id)Entifier on a Token from which it can be conveniently captured. One common
form of Token is a card, with the data stored in a physical form such as embossing,

or on, ot in, a recording-medium such as a magnetic stripe or a silicon chip.

This section has used the simplifying assumption that the Things underlying the
(Id)Entities are inanimate, and capable of being treated as mere objects, with
minimal concern about the Thing's interests and about clashes among values. The
following section relaxes that assumption and considers the additional factors that

arise when the underlying Things are people.
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Figure 2: (Id)Entities and (Id) Entifiers
4 The Model Applied to Humans

Limiting the model's focus to inanimate objects and their representations enabled a

straightforward, mechanistic approach to be adopted, and the values (axiological)

aspects left in the background. In many circumstances, animals are also treated as

objects. Flies and mice are variously poisoned and injected, and the impacts are

rendered as Data. Cattle are entified using brands and ear-tags, and pets have chips

injected. On the other hand, animal welfare constraints are placed on the handling

of vertebrate animals during life and in relation to the manner of death. In some

circumstances, Data is required by law to be gathered and stored, such as stocking

densities for caged chickens and innoculation records, and some forms of animal

slaughter are subject to monitoring and Data-recording.
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Where the Entities being modelled are human beings, however, further factors come
into play, and hence both the Conceptual and Data Modelling levels need to be
adapted in order to reflect those factors. One consideration is the 'free will' or
volitional aspect of human beings: inanimate objects do not act of their own accord,
and do not have interests that influence their behaviour. In addition, values and
rights loom far larger when the Entities involved are human beings. The terms
'objectification’, in its sense of "the demotion or degrading of a person or class of
people ... to the status of a mere object" (OED 2), and the recent terms 'digitalisation'
(Brennan & Kreiss 2016), and 'datafication' (Lycett 2014) or 'datification’ (Newell &
Marabelli 2015), all carry a pejorative tone when used in respect of people. This is
because the mechanistic application of data-handling notions to humans
involves a clash of values between administrative efficiency on the one hand
and humanism on the other. This section considers the impact on the modelling
approach firstly at the conceptual and then at the data level.

4.1 The Conceptual Model Level

In section 3.1, a series of concepts was discussed and defined. The application of
these concept to humans requires care. The notion of human Entity is (at least to
date) uncontroversial, with Entity-Instances confined solely to specimens of the
species homo sapiens. A great many Entity-Attributes are applicable specifically to
human Entities. Some ate physiological in nature, such as the petson's hair-colour,
gender, and date-of-birth or age-range. Others arise from the person's behaviour,
such as their gait, how they write a signature or type a password, where they live, and

their capacity to act as an agent for another Entity-Instance.

Each human Entity-Instance may present many Identity-Instances, to different
people and organisations, and in different contexts. The notion of Identity is
especially important to humans, because each Entity-Instance (person) plays
many roles in many contexts, and these in many cases give rise to separate
Identity-Instances. Examples in economic contexts alone include seller,
buyer, supplier, receiver, debtor, creditor, payer, payee, principal, agent,
franchisor, franchisee, lessor, lessee, copyright licensor, copyright licensee,
employer, employee, contractor, contractee, trustee, beneficiary, tax-
assessor, tax-assessee, business licensor, business licensee, plaintiff,
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respondent, investigator, investigatee, and defendant. A similar richness

exists in social contexts.

In many circumstances, an Identity-Instance is a presentation or role of a single,
specific undetlying Entity-Instance, e.g. 'T' (an Entity-Instance) am the sole 'author
of this papet' (an Identity-Instance). On the other hand, some roles are filled by
different people, in some cases only serially and in other cases in parallel as well.
Examples of serial ambiguity include club treasurer and journal editor-in-chief, and
examples of parallel ambiguity include club committee-member, journal senior

editor and fire warden.

Human Identity-Attributes are related to a presentation or role, rather than reliably
to a particular Entity-Instance. For example, an eConsumer has a profile comprising
such features as demographics, interests, user-interface preferences and prior
purchases. These Attributes may be common across some or all of the Identity-

Instances a human Entity-Instance adopts; but very commonly many are not.

People performing roles in organisations inherit authorisations, permissions or
privileges. While acting in their manager's absence, a person may be able to sign sick
leave forms for their peers, and during an emergency, as fire warden, they can give
orders to the CEO's secretary, and even the CEO. A major issue in data security
and in fraud is the phenomenon of individuals abusing powers that they have by
virtue of one role that they play, by applying them for extraneous purposes unrelated
to that role. The Identity-Attribute commonly referred to as authorisation is
accordingly very significant in many IS, and is further examined in a later paper in

this series.

Transactions represent Real-World Events that give rise to changes in (Id)Entity-
Attributes. Events involving humans can be both significant and sensitive, and

hence considerable care is needed in the design and processing of such Transactions.

In Figure 2 above, Entities and Identities are shown as having a Relationship. The
complexities of this Relationship are particularly significant where the Real World
Things are humans. Relationship has a Relationship-Attribute of cardinality. Any
particular Relationship-Instance may be:
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e prohibited (usefully indicated by the absence of an arrow-head, or a '0' at
that end of the arrow), e.g. a person under 18 is not permitted to have a
driver's licence;

e mandatory and mandatorily singular ('1"), e.g. in many jurisdictions, a person
may have only one spouse;

e mandatory but of any value ('1-n"), e.g. in some IS, each human Entity-
Instance reflected in a Record may be required to have at least one Entifier;
or

e optional and of any value ('0-n' o just 'n"), e.g. each human Entity-Instance

may have any number of associated children.

Each human Entity-Instance may relate to multiple Identity-Instances (hence 'n').
Further, because many Identity-Instances can be adopted by multiple Entities
(multiple fire wardens at once, multiple journal-editors in succession), the other end
of the atrow is marked with an 'm' — equivalent to 'n', but implying that it is a variable

independent from the 'n' at the other end of the arrow.

Subtleties in the Relationships between human Entities and Identities need to be
well-understood by the designers and users of IS, and reflected in data models and
business processes. A particular human Entity-Instance may strongly desire to be
the only user of a particular Identity-Instance (e.g. people are very particular about
who exercises the capacity to operate on their various bank accounts). Similarly, an
organisation may be very concerned that a particular Identity-Instance is used only
by one or more specific Entity-Instances (e.g. for the signing of contracts that bind
the organisation, and for making statements to the media). There are
circumstances in which it is strongly desirable to prevent use of particular
Identities by inappropriate parties. Undesirable activities of these kinds are
described by such terms as impersonation, masquerade, spoofing, identity
fraud and identity theft. The pragmatic model presented in this paper
enables representation of these concepts. The (often implicit) models

underlying some identity management schemes fail to do so.
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4.2 The Data Model Level

In section 4.2, further (Id)Entity notions were defined at the Data Model level.
These too require further articulation where humans are involved. Because of the
high valuation placed on human-ness, many aspects of the manner in which Data
relating to inanimate objects is handled is inadequate where the Data relates to
human Entities. Since ¢.1970, the collection and management of Data about
humans has exploded under the pressures of increased organisational scale,
increased social distance, and increased IT capabilities. So a great deal of public
concern has arisen about the use and abuse of this Personal Data by organisations.
Personal-Data-Items vary enormously in their degree of sensitivity. However, no
simple formula exists for assessing sensitivity. It is dependent on individuals, their
personal histories and concerns, and the contexts that they find themselves in from

time to time.

The problems have been compounded by widespread, casual re-use of data for
additional purposes. The meanings of data-items and their content, and the choices
made in relation to data-quality, are seldom clear to the recipients. Yet more
problems arise where data is drawn from multiple sources. Incompatibilities among

the quality-levels and the meanings inevitably lead to inappropriate inferences.

To address the risk that the activities of government and business might be
negatively affected by these public concerns, laws relating to 'personal
data/information' and 'data protection' emerged. The eatly, largely nominal
protections have proven inadequate to placate an increasingly concerned public.
Data protection laws now place considerable constraints on organisations'
data-handling activities, and make considerable demands on identity
management schemes. The model of (Id)Entification presented in this paper
is intended to enable those challenges to be met.

Organisations are confronted with challenges in relation to the collection, storage
and use of particular Personal-Data-Items (e.g. religion, marital status, ethnicity,
disability), and particular Personal Data-Item-Values (e.g. non-binary gender-
choices, and gender-preferences other than hetero-sexuality). Depending on the
jurisdiction, overt discrimination based on such information, even if demonstrably

relevant, may be precluded by law.
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Common examples of Identifiers used by or for humans include the particular name
or name-variant that a person commonly uses in a particular context, such as with
family, with a particular group of friends, or when working in a customer-facing role
such as a prison officer, psychiatric nurse, counsellor or telephone help-desk.
Names are highly variable and error-prone. They do not represent convenient
Identifiers for operators of information systems, and are often supplemented by
synonym-breakers, such as date-of-birth or some component of address. More
effective and efficient business processes can be achieved by means of an
organisation-imposed alphanumeric code, such as a customer-code or a username
(Clarke 1994¢c). Each human Identity-Instance may themselves use many Identifiers
including variants of names, and may be assigned many more Identifiers by

organisations.

As discussed above, some Identifiers comprise more than one Data-Item. In rich
datasets, however, a large number of multi-data-item Candidate Identifiers may be
available. Examples are particularly prevalent in the kinds of data-collections about
which most people feel the greatest sensitivity: health data and financial data. For
example, uniqueness can readily arise from unusual medical conditions and
postcode of residence; or even place, gender and date of birth (Sweeney 2000).
See also Ohm (2010) and Slee (2011). Yet it is precisely these kinds of rich
data-collections that are being expropriated by governments obsessed by the
'big data' mantra, and blind to the issues of incommensurable data
definitions, a-contextual applications of data, and low data-quality.

Camouflage techniques in the form of Personal Data De-identification have been
attempted, but rich data-sets are inadequately resistant to Personal Data Re-
identification techniques. Personal Data Falsification is necessary if balance is to be

achieved between personal values and collectivist values (Clarke 2019b).

For human entities, the primary form of Entifier is a biometric. This is a measure
of some aspect of the physical person that is unique (or is claimed, or assumed, to
be so). Examples include a thumbprint, fingerprints, an iris-pattern and DNA-
segments. The uniqueness is not guaranteed. In theoretical terms, some biometric
measures are capable of providing a very high probability of uniqueness. On the
other hand, the practice of biometrics is far less reliable than theory suggests it could

be, because a very substantial set of challenges have to be overcome. The literature
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on biometric challenges and resulting quality is somewhat sparse, but see Manstfield
& Wayman (2002) and Clarke (2002b). In some circumstances, occasional errors
may matter very little and/or be easily discovered and cotrected. On the other hand,
some errors remain concealed, and serious consequences can arise from them,
varying from psychological, social and economic harm to cases of conviction,

imprisonment and even execution of the wrong person.

Another category of human Entifier is usefully referred to as an 'imposed biomettic'.
Examples include a brand imposed by tattooing or other techniques on a person's
skin, and a unique code pre-programmed into an RFID tag that is closely associated
with the person, or implanted in them (Clarke 1994b, 1997, 2001a, 2002a).

The term Nymity refers to circumstances in which the relationship between Entity
and Identity is unclear. The term Anonymity refers to a characteristic of an Identity-
Instance, whereby it cannot be associated with any particular Entity-Instance,
whether from the data itself, or by combining it with other data. In the case of
Pseudonymity, on the other hand, association of an Identity with a particular Entity
may be achieved, but only if legal, organisational and technical constraints are
overcome (Clarke 1999). Where either form of Nymity applies, it is inappropriate
to use the term 'Identifier’. The term Pseudonym refers to a circumstance in which
the association between the Identifier and the underlying Entity is not known, but
in principle at least could be known. For example, a carefully-protected index may
be used to sustain a link between a client-code and the name and address of the
AIDS-sufferer to whom the record relates. If an Identifier cannot be linked to an
Entity at all, then it is appropriately described as an Anonym. The term Nym usefully

encompasses both Pseudonyms and Anonyms.

The term Pseudonym is widely used, and has a large number of synonyms (including
aka, 'also-known-as', alias, avatar, character, handle, nickname, nick, nom de guerre,
nom de plume, manifestation, moniker, persona, personality, profile, pseudonym,
pseudo-identifier, sobriquet and stage-name). In contrast, only a small number of
authors have used the term Nym, although it is readily traceable back prior to 1997.
Even fewer have used the term Anonym, but it is far from unknown and I have used

it consistently in my work since Clarke (2002c).
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There are many circumstances in which an Identifier is unncessary and a Nym is
entirely adequate. A common example is enquiries in which a set of circumstances
is described by the enquirer, and a response is provided explaining the applicability
of the law, or of an organisation's policies, to those circumstances. Enquiries are in
many cases conducted as a single contiguous conversation. However, it is also
possible for multiple, successive interactions to be connected with one another by

means of a Persistent Nym, such as <meaningless-string>@gmail.com.

Identification refers to the process whereby Data is associated with a particular
Identity-Instance, in this case an Identity-Instance used by a human. It involves the
acquisition of an Identifier, such as a person's commnly-used name or one of their
nyms, or a customer number, or a ticket-number for a particular queue. This may
be provided by the person concerned, by voice or in textual form, by displaying a
Token such as a membership card or a ticket, or by making a Token available that
contains a pre-stored Identifier capable of being read by a device operated by an

organisation.

Entification refers to the process whereby Data is associated with a particular
Human Entity-Instance. This depends on the acquisition of an Entifier such as a
biometric, or an imposed biometric such as an implanted chip. All forms of
biometric acquisition are highly personal and threatening, and many are demeaning.
For example, high-quality recording of a thumbprint or fingerprints involves a
skilled operator grasping the person's wrist and controlling the hand's movement,
and iris-scans and retinal-scans involve submission of the body to whatever device
the measuring organisation imposes on the individual. The moderate quality of
those biometric measures results in a material degree of error and hence mistaken
identity. The negative impacts of those errors commonly fall on the individual.
Entifiers pre-stored on a Token such as a chip-card can be captured in a
technologically-assisted or -performed manner. However, that greatly increases the

risk of the Entifier being associated with the wrong person.

Pastoralists have had no qualms about clipping RFID-cards onto the ears of entire
herds of stock-animals. Pet-owners have accepted the injection of chips into their
beloved animals because they perceive it to increase the chances of a lost pet being
returned to its owner. The same approaches, however, have historically excited

revulsion when applied to humans. Early applications to humans have included
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chips in 'anklets' for convicts, and even remandees, in 'prisons without walls', in
military 'dog-tags' to assist the identification of combat casualties, and chips injected
into the bodies of staff in research facilities; but also in a few consensual contexts,
such as patient-tags to assist in ensuring that operations are performed on the right
person and to the right body-part; and chips injected into the bodies of customers
of fashionable bars, who want a fashion-statement and/or doors to open
automatically for them. On the other hand, the insertion of chips into the tooth-
enamel of children to identify victims of kidnapping and abduction was not attractive
to parents, and considerable concern has been expressed about entification tokens
imposed on the aged. It remains to be seen whether and to what extent human
values will be ovetridden and/or voluntarily sacrificed through this form of

objectification of individuals.

IS are designed to assist organisations in administering their interactions with
humans by recording Data-Item-Values for relevant (Id)Entity-Instances. The
Data-Item-Values for each particular (Id)Entity-Instance are stored in a Record that
contains one of more of their Entifiers or Identifiers. Data-Item-Values contained
in each new Transaction can be used to locate the appropriate Record on the basis
of an (Id)Entifier that the Transaction contains. Hence decisions can be made,

actions taken, and amendments made to the Record for that person.

During the early decades of IS, the primary source of organisations' Data about
individuals was Transactions between that organisation and the individual
concerned. However, since the late 20th century, organisations have
increasingly drawn Data from multiple, additional sources, and consolidated
it into individuals' Records. The reliability of the association, the potential
conflicts among meanings of apparently similar Data-Items, and the nature
of the original collection and subsequent handling, result in a degree of doubt
about data-quality standards in such circumstances. The degree of
expropriation of Personal Data has intensified enormously since the
emergence of the Digital Surveillance Economy ¢.2005. This commenced with
the inversion of the originally user-driven World Wide Web by means of Web 2.0
technologies, and the explosion of social media and technology platforms more
generally (Zuboff 2015, Clarke 2019a, Clarke 2022).
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The term 'Digital Persona' refers to a model of an individual's public personality
based on Data and maintained by Transactions, and intended for use as a proxy for
the individual. The term is my own coinage, first presented at the Computers,
Freedom & Privacy Conference in San Francisco (Clarke 1993), and published in
Clarke (1994a). Butitis in any case an intuitive term and has gained some degtee of
currency, as documented in Clarke (2014). It is quite common to see the term
"identity' used to refer to what is called here a Digital Persona; but 'identity' has many
meanings, and to avoid ambiguity it is far preferable that some other term be used.

Another candidate term is e-persona.

A 'Projected Digital Persona' is under the control of the individual, and is
fundamental to an individual's sense of self and self-esteem. An 'Active Projected
Digital Persona' is capable of taking actions as an agent for the individual. An agent
may be as simple as an auto-responder to emails, or as complex as a bot that
conducts social interactions intended to create and maintain a Digital Persona
radically different from the individual it nominally represents. An active agent may

have varying degrees of autonomy.

A Projected Digital Persona may have an 'Avatar' associated with it. This is a visual
representation or embodiment of a digital persona., static or moving, which

enhances, or substitutes for, an image of the (or an) underlying Entity.

An 'Imposed Digital Persona' is one controlled by someone other than the individual
it is associated with. It is a model, based on data held in records and extended by
transactions, which an organisation treats as an adequate impression of the Entity or
Identity that it assumes the persona to represent. Under the approach adopted until
the mid-twentieth century, an organisation's decisions about each individual were
made by an employee local to that individual, based on available information, much
of it provided at the time by the individual themselves. This exposed the
organisation to the risk of uneven application of policies, and required human
resources, widely dispersed. By making decisions instead on the basis of an Imposed
Digital Persona, automation was facilitated, and considerable staff-savings are
achieved. For individuals, organisations' use of Imposed Digital Personae give
rise to enormous social distance from the organisations they deal with, errors
and inequities that are very difficult to even challenge let alone get fixed, and
a great deal of dissatisfaction and frustration.
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5 Conclusions and Further Work

This paper has presented a model of the important area of entities and identities and
their representation in information systems. The model is pragmatic, in that it
reflects the needs of IS practitioners and researchers performing practice-relevant
research, but also of those affected by IS. The model also reflects metatheoretic
insights atising from the relevant branches of philosophy, reported in a predecessor
article, Clarke (2021).

The notions have been introduced progressively, with definitions provided for each
term, and extracted into a Glossary (Clarke 2010c). In a first pass across the territory,
the simpler kinds of entities, inanimate objects and artefacts have been addressed.
Further concepts have then been introduced that are necessaty for IS to deal

appropriately with human entities and identities.

The adoption of the model, or the re-working of existing models to take into account
these key points of difference, will enable a number of weaknesses to be overcome
in existing IS that assist in the management of digital personae for entities and
identities. The first of these key points of difference is clear differentiation between
an entity (representing a real-world physical thing), and an identity (representing a
real-world virtual thing). Another is the allowance for an m:n relationship between
entities and identities. These ideas lead to an appreciation of the challenges involved
in appropriately associating entity-instances with identity-instances, and in
appropriately associating data with an entity-instance or identity-instance. Another
insight is the need to accept the existence of nymity, where an association between

an identity-instance and the underlying entity-instance cannot be reliably established.

The work has laid the foundations for extensions to the basic model presented in
this paper. These include the authentication of assertions of (id)entity,
authorisations and access control, data and information quality, bias in organisationl
decision-making, and 'fake news'. In addition to the inanimate objects, artefacts and
people addressed in this paper, other categories of (id)entity are also important in
IS. So-called 'incotporated' organisations are key to economic and social activities,
because they enable scale and longevity. Another looming challenge for humankind

is delegation to active-artefact entities including decision-and-action systems and
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robots. This harbours the risk of autonomous artefacts making decisions and taking
actions with direct and material effects on human beings, without any real-world
entity being accountable for the decision, the action and the outcomes. Further
model articulation for organisations and decision-and-action systems will be

presented in subsequent papers in this seties.
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1 Introduction

Strong internationalization efforts are finding their way into numerous curricula to
prepare students for future jobs in an increasingly complex and globalized world (de
Wit & Altbach, 2021; Finster & Robra-Bissantz, 2020). Over the past 50 years,
international student mobility has doubled every other decade, whereby China has
become the lead sending country in recent years and the US is the leading host
country followed by France and Germany (de Wit & Altbach, 2021). Studying
abroad offers many opportunities, such as actively experiencing a foreign culture,
personal development, or knowledge enrichment (Kim & Lawrence, 2021). At the
same time, however, the language barrier, lacking social relationships in the foreign
country and the new learning environment also create challenges for international
students. These were further exacerbated by the pandemic situation (Ezepue &
Metu, 2021), as almost all teaching and learning activities had to shift to the digital
space within a very short period of time, resulting in less social interaction
(Grogorick & Robra-Bissantz, 2021). On the other hand, there has been rapid
progress toward technically enhanced interaction through conversational agents
(CAs), in form of natural-language virtual agents that support the user either voice-
based (e.g., Siti) or in text-based communication as chatbots (Gnewuch et al., 2017;
McTear et al., 2016). Besides their widespread use in health care, customer support,
and eCommerce, CAs are also conquering the educational sector due to their easy
scalability, constant availability over time, and the potential to respond individually
to the learner’s needs (Hobert & Meyer von Wolff, 2019). These so-called
“pedagogical CAs” (PCAs) range from simple, rule-based chatbots with pure
assistance functions (Hobert & Meyer von Wolff, 2019) to collaborative learning
partners that act proactively and aim to establish a long-term and trusting
relationship with the learner, serving as eLearning Companions (eLCs)
(Grivokostopoulou et al., 2020; Kim et al., 2000).

The purpose of this paper is to first identify problems and challenges in learning
during an academic stay abroad in a collaborative process with foreign exchange
students from China (the world’s leading country of sending out students in
academia) at a German university (location of the study conducted) and to then
translate these into requirements, design principles, design features and an
expository instantiation of an eL.C building thereupon. Thus, we address the central

research question (RQ):
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How should an el .C be designed to best support international students in learning during their stay
abroad at a (German) university?

To the best of our knowledge, this particular use case of eL.Cs has not yet been
addressed in academic literature (cf. 2.2). However, user expectations of CAs are
significantly affected by the context of use (Folstad et al., 2019; van der Zandt et al.,
2021). Therefore, we aim to contribute to research by introducing the potentials for
the use of eL.Cs with nascent design knowledge derived together with international
students as the future target group. We thus stimulate further research and
discussion on considering eL.Cs to facilitate learning for non-native speakers - a
potential that has high practical relevance thanks to growing internationalization
efforts worldwide and urgently needed educational perspectives for an increasing
number of foreign students who need effective integration into a new environment

(de Wit & Altbach, 2021).
2 Methodology

In the second chapter, we introduce DSR as our methodical frame (cf. 2.1) and
explain the embedded methodological approach of analyzing current literature (cf.

2.2) and the empirical online survey with the target group (cf. 2.3).
2.1 DSR as the Leading Paradigm

For IT artifacts to solve actual problems, they must be designed need-oriented, so
the perspective and early involvement of potential future users is essential (van der
Zandt et al., 2021). However, co-creation processes are only gradually finding their
way into learning scenarios (e.g., Weinert et al., 2022). Following the approach of
Khosrawi-Rad et al. (2022), we apply the DSR paradigm in a co-creation process
with the target group of Chinese exchange students, to generate needs, requirements,
and an implementation concept for eL.Cs together with and for future users. In a
group of six Chinese-speaking exchange students and two researchers from a
German university, we derive scientifically grounded, prescriptive design principles
(Gregor et al., 2020) and an expository eL.C instantiation along the DSR paradigm.
Despite close monitoring of the scientific stringency in the methodological approach
(rigon), the learners get the greatest possible freedom in setting the content focus to

outline the problem to be addressed in a practice-relevant way from the perspective
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of future users (relevance). Initially, literature requirements (LRs) are collected and
complemented by user needs from an online questionnaire in Chinese language
addressed to exchange students (cf. 2.3) to be then transferred into design principles
(DPs) categorized along five recurring dimensions of the virtual companion canvas
(Strohmann et al., 2019). These are finally instantiated in a prototypical concept for
the eL.C being ideated in the software Figma'. Figure 1 represents our iterative
approach through the different DSR cycles (Hevner, 2007).

Knowledge

Foundations:

People: Artifact Design

Master Students o Relevance o Rigor Cycle o 215t Century Skills
Organization: Cycle e el - CAs & elLCs
German Universit Requirements esign {9 = .

) J Prototyping Cycle "7 Literature @ Methodaiogles:
Technology: Literature Review
eLC Ideation in Online Survey
with Figma Apply to Appropriate Evaluation Add to the

Environment Knowledge Base
@ Problem Formulation @ Deriving Meta-Requirements @ E::::ti:rt F':;g the LG
@ Insights from Literature @ Deriving Design Principles o Fg:::::t‘g

=~ Implementing the

Requirements from Future i
@ Designing an eLC Prototype {2 ) Reworked Prototype

Users (Online Survey)

®

Legend

O First lteration

CA = Conversational Agent
DSR = Design Science Research
eLC = eLearning Companion

. Second Iteration q :l Outlook

Figure 1: DSR as Leading Paradigm following Hevner (2007)

We involved international students as future users actively in the entire design
process to meet their specific needs and expectations (van der Zandt et al., 2021):
They shared their experiences and problem areas during their stay abroad and
discussed them with other students in a seminar, actively participated in the design
of the questionnaire, reflected on the derived DPs from their perspective and helped
to design the prototype as co-creators (Khosrawi-Rad, Schlimbach, et al., 2022). The
expository artifact was then evaluated by other, previously not involved,
(international) students to check whether identified problems are tackled by the

proposed solution.

! www.figma.com
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2.2 Literature Review

We conducted a brief literature review according to vom Brocke et al. (2015) to
derive literature requirements (LRs) concerning our RQ for the eL.C design. In this
process, the scientific databases ACM Digital Library, Science Direct, Scopus, Springer
Link, IEEE Xplore, and Google Scholar were selected for their high relevance to the
Information Systems discipline and queried the search term TITLE-ABS-KEY
(""Learning'' OR "Education' OR "E-learning" OR "Online Conrse") AND ("'Conversational
Agent" OR "Collaborative Agent" OR ""Chatbot”" OR "Virtual Assistant’" OR "Learning
Companion" OR "Relational Agent") AND ("non-native speaker”" OR "Exchange student”
OR "study abroad").

Subsequent screening of the abstracts revealed that none of the papers addressed
the design of el.Cs for the specific target group of (non-native speaking) exchange
students, so that we had to broaden our literature search by dropping the limitation
to exchange students. As a result, we drew back on current literature reviews on
PCAs (Gubareva & Lopes, 2020; Hobert & Meyer von Wolff, 2019; Khosrawi-Rad,
Rinn, et al., 2022) and further supportive literature to synthesize relevant design
knowledge leading to LRs that we embedded into our DSR study (cf. Section 3.1).

2.3 Conducting an Online Survey

The core for the empirical survey for identifying the needs of the future target group
and their requirements for supportive eL.Cs was an online survey conducted from
Dec 10%, 2021 to Jan 10, 2022 via the software LimeSurvey. The target group was
Chinese-speaking exchange students since they form the largest group of foreign
visiting students at a German technical university as well as in international higher
education student mobility (de Wit & Altbach, 2021) and might therefore contribute
valuable insights. The survey was set up in Chinese language to facilitate natural
communication and contained multiple-choice questions and free text fields. We
structured our survey into five categoties: demographic data (e.g., age), context & learning
environment (e.g., location and noise), problem areas in learning (e.g., time management),
needs for learning support (e.g., supportt in foreign language learning), and expectations
towards el Cs (such as features and user interface). We reached out to the Chinese
community of the university via personal approach, social networks, and email lists,

generating 88 collected questionnaires, thereof 76 fully completed ones from the
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target group. While we statistically analyzed the demographic data in Exve/, the
analysis of the free-text responses in Chinese was conducted by six native Chinese
speakers in a manual peer-reviewed process within the team. In several cycles, they
first extracted mentioned problem areas and expectations for eL.Cs, condensed the
responses into key areas of joint mapping in the research team along the dimensions
of the virtual companion canvas (Strohmann et al., 2019), and finally derived 15 user
requirements (URs) (cf. 3.2.1).

3 Results

This chapter first derives LRs from scientific literature and URs from the online
survey with the target group before transferring them into DPs to be instantiated

exemplarily with concrete features in a conceptual prototype.
3.1 Deriving Literature Requirements

International students often face special challenges, so that their drop-out rates are
higher compared to native German students - 45% vs. 28% (bachelor level) and 29%
vs. 19% (master level) (Heublein et al., 2017). Many of them feel challenged with
adapting to a new cultural context (Bethel et al., 2020; Jindal-Snape & Ingram, 2013;
Li, 2017, 2019). Language barriers are a major difficulty of international students
(Akanwa, 2015; Li, 2019; Wisniewski, 2018). Thus, they struggle in comprehending
academic vocabulary (Li, 2019) and participating in class (Li, 2017). Chinese
students’ prior knowledge varies due to great curricular differences compared to the
German education system (Li, 2019). This leads to difficulties in understanding and,
in the worst case, to students failing exams (Li, 2019). Further challenges result from
cultural differences; for example, asking critical questions and discussing with peers
is rather uncommon in Chinese culture (Li, 2019). However, the problem source is
often not a lack of motivation (Li, 2017, 2019), but insufficient support (Akanwa,
2015; Li, 2019).

During the literature review, it became clear that there is a variety of contributions
about PCAs for digital learning in general, summarized in literature reviews (e.g.,
Gubareva & Lopes, 2020; Hobert & Meyer von Woltf, 2019) and foreign language
learning in particular (e.g., Dokukina & Gumanova, 2020; Huang et al., 2021), but

without being linked to the specific use case of supporting international students
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(with language barriers). Only one paper (Obremski et al., 2021) examines verbal
behavior towards PCAs which are perceived as non-native speaking in mixed-
cultural settings, but without deriving design knowledge to support international
students in learning. Thus, we also drew design recommendations from papers on
the development of PCAs in online teaching in general, although these do not
address the special case of studying abroad. Categorized according to five recurring

dimensions that we mapped to the virtual companion canvas (Strohmann et al.,

2019), the resulting Table 1 contains derived LRs for the eL.C to be designed.

Table 1: Literature Requirements for eL.Cs

Dimension Literature Requirement (LR) Literature Source
The el.C should...
LR1 have a humanoid design to be perceived | Latham (2010)
as a social actor that embodies a role (e.g., | Pérez Marin (2021)
Humanoid tutoting).
Desi LR2 cvaluate language proficiency and | Obremski et al
esign .
support non-native speakers. (2021)
LR3 react to student’s mood with emotions | Krassmann et al
to build rapport. (2018)
LR4 interact naturally to establish a social Hobert & Meyer von
Communication relationship. Wolff (2019)
LR5 communicate interactively and learn | Pereira (2010)
permanently from users.
LR6 offer relevant and high-quality user | Song et al. (2017)
interaction to stay relevant.
Interaction LR7 foster a vivid interaction via animated | Johnson et al. (2000)
face-to-face interaction.
LR8 communicate proactively to encourage | Wu et al. (2019)
learner engagement.
LRY build a trustworthy relationship. Rheu et al. (2021)
LR10 consider social & ethical values for a | Ruane (2019)
Ethics value-sensitive design.
LR11 foster autonomy, fairness, and well- | Van de Poel (2016)
being of its users.
LR12 make use of Al-enhanced features for | Thakore (2021)
smart adaptation.
Human- LR13 create room to exchange expectations | Thakore (2021)
Computet- and concerns to constantly improve the
Relation artifact.
LR14 improve learner's performance by low- | Othman et al. (2019)
intensity white noise.
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3.2 User Requirements from the Online Survey

Demographics: Among the 76 exchange students surveyed, 37 were male, 36 were
female, and three were diverse. 55% reported being between 18 and 25 years old,
another 40% were between 26 and 35 years old, and the remaining 5% did not
specify. About 55% of the survey participants already graduated with a bachelot's
degree. Half of the participants (38) were studying in the field of natural sciences
and engineering, followed by 20 students in economics, five students in social
sciences, and 13 others scattered among other fields. Almost 70% of the exchange
students self-reported German language proficiency between B1 and B2 according
to the European Framework of Reference (CEFR, 2001).

Context & Learning Environment: All respondents traveled to Germany to study
without their families. 73% reported learning predominantly from their home and
23% chose to study in the library. The majority prefers books as a learning medium,
with some respondents favoring videos. 57% say they study particularly intensively
before exams and otherwise only study a little in the morning before or in the
evening after lectures. These findings might be helpful to reveal locations and time
frames the eL.C should focus on.

Problem Areas in Learning: In order of descending frequency in the mentions, the
respondents address problem areas in learning as exchange students overlapping
with literature (cf. 3.1): language barriers, lack of networking with other students in
the host country, lack of basic knowledge to understand the course content, speed
of lectures, lack of motivation, difficulties with their time management and

unfamiliar teaching and examination formats compared to the home country.

Needs for Learning Support: The survey participants repeatedly addressed the need for
social interaction, support for effective and at the same time relaxed learning
atmosphere, help in communicating in the foreign language, and an individualized

response to their own learning needs (cf. Table 2).

Expectations of an el .C: Exchange students envision the eLC as a virtual companion
that is easy to use and can be designed by the user in terms of appearance and
communication style. It should help find solutions to learning tasks, link to learning

resources, and facilitate interaction in German as a foreign language through
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supportive functionalities. The survey revealed 15 URs for the e.C design, which

are illustrated in the following Table 2.

Table 2: User Requirements for eL.Cs

User Requirements 1-8
The  el.C should...

User Requirements 9-15
The el.C should...

learn collaboratively.

URI1 have social features to network and

UR9 be a benevolent but not too
intrusive reminder of learning.

the learning process.

UR2 play sounds that foster relaxation in

UR10 regularly update its content to stay
relevant.

content.

UR3 offer relevant and up-to-date study

UR11 offer a translation feature to
facilitate real-time communication.

UR4 help find literature and other
relevant content to achieve learning
goals.

URI2 create a positive User Experience
and Interface (UX/UI) for easy and
enjoyable usage.

adapts to progress made over time.

URS5 help improve German skills and

UR13 contain both, text- and speech-
based communication features.

URG protect personal user data.

UR14 have adaptable avatar & voice.

time management.

UR?7 help with organizing features and

UR15 adapt interaction automatically to
learner's language level.

URS act like a friend.

3.3

Derivation of Design Principles

Building on the 14 LIs and 15 URs, 16 DPs were derived to extend the prescriptive

design knowledge to help international students overcome their problem areas in

learning while studying abroad in a foreign language. The following table organizes

the derived DPs along the five categories previously introduced on page 6 and

extends them with a sixth dimension that forces the specifics for non-native

speakers. In addition, each DP is assigned its associated LRs and URs in the back

columns of Table 3.
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Table 3: Design Principles for eL.Cs
Dimensio | Design Principle (Designers should...) LR | UR
n

DP1 design an anthropomorphic character that can be | 1 14
Humanoi | adapted as an avatar according to the user's preferences.
d Design | DP2 design an LC that recognizes emotions and | 3
empathizes with the user.

DP3 ensure intuitive communication of the L.C that 4;5 3
Communi | adapts to the user's communication style.
-cation DP4 embed text-based or speech-based communication 13
options to be selected.
DP5 offer relevant and high-quality content with users | 6 7:9;
in online coutses. 12
Interactio | DP6 foster a vivid interaction via animated avatar mimic | 7 12
n & gestures.
DP7 design an LC that communicates proactively | 8 4
according to the learnet's context.
DPS8 ensure (data) security and embed privacy settings | 9 6

to build trust.
DP9 consider social & ethical values when developing | 10
Ethics and implementing the LC.
DP10 foster autonomy, fairness, and well-being of its | 11
with encouraging and inclusive language and a caring
attitude of the LC.

DP11 make use of Al-enhanced features for real-time | 12 10
adaptation of the LC resources.

Human-

DP12 encourage social interactions via features that | 13 1;8

Computer | nnect students with peets.

- Relation
DP13 set a pleasant learning atmosphere according to | 14 2
the uset's needs (e.g., white noise).
DP14 implement automated language level recognition | 2 15
and progressively adapt communication of the LC.

Specifics DP15 offer multi-language settings and embed 5

for Non- . . , .

. exercises and feedback to improve the user's foreign
Native language skills
Speakers e -

DP16 translate course content in real-time to support 11
the learner in following a lecture.

In the next step, the still abstract DPs were transformed into concrete design
features and discussed in a digital co-creation workshop with six Chinese students

and the research team, resulting in an expository instantiation.
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34 An Expository Instantiation of an eLearning Companion

Using the software Figma, an eLC mock-up called "Swdy Buddy" resulted as an
expository instantiation. In Figure 2, selected screenshots of the conceptual
prototype are shown, where the implementation of DPs 1-16 is indicated by labeling
the respective design features (DFs).

(Mg

DRl Study Buddy a 6 Q

Welcome Back!

Ty

Your best partner

Studying = batter wih a

IO

—0)

Find your communityl

Figure 2: Prototypical Screens (A-J) of the Expository eLC

Screen A shows a human character (DP1) whose representation (e.g., fashion,
context, and current activity) adapts to the learner based on the shared information
(DP2) or can be further customized according to user preferences, for example, by
changing the avatar and its voice (screen C) to represent diversity in the most non-
discriminatory way possible and to enhance the learner's well-being (DP9+10).
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Screen B shows the encrypted, password-protected log-in of the app. In the settings,
further privacy and data management choices (e.g., incognito mode, viewing and
deletion functions for the user) can be selected (DP8). On screen D, the eL.C
proactively reminds the user of an appointment (DP7), then visualizes the timetable
in screen E and motivates the user to study regularly with encouraging language and
appropriate gestures from the avatar (DPG6).

Screen F shows an excerpt from an intuitive, natural language communication that
determines the communication style of the learner (DP3) and the learner's mood in
the backend (e.g., through sentiment analysis) and reacts to this in a context-based
manner (DP2). Thus, the eL.C is perceived as a social actor with its own personality
and builds a trusting relationship with the human user. The learner can communicate
with the e.C both text- and speech-based (DP4), with real-time translation features
designed to permanently help the user follow the communication (DP16). There is
an automatic adjustment of the language level (DP14) or the users can specify it
themselves (screen G) to initiate exercises and feedback for foreign language skill
improvement (DP15). Screen H shows learning material relevant to the uset's
learning goal (DP5), with the associated resource library to be regularly adapted, for
example, enabled by artificial intelligence (DP11). A positive learning atmosphere
(screen I is created through selectable background noise (e.g., white noise) (DP13).
Different groups in a common communication space (screen J) encourage social
networking with the peer group (e.g., with similar language level or the same major)
(DP12) to promote collaborative learning while ensuring ethically responsible
behavior and legal compliance (DP8+9).

The instantiation was iteratively evaluated by presenting it to interdisciplinary
researchers and other students from the host university in the form of presentations
(after steps 3, 5 and 6) followed by intense discussions. Furthermore, the prototype
presented here was evaluated with 16 (mainly international) students by reflecting
the proposed DPs and DFs and their fit to tackle real problems in studying abroad.
The versatile features met with approval, although individual design
recommendations  (e.g., the anthropomorphic design) were discussed
controversially, similar to the literature (e.g., Feine et al., 2019; Lester et al., 1997,
Moyle et al., 2019), which is why the prototype also offers non-human alternatives
(screen C). The DFs for overcoming the language function were rated as

particularly important, with students emphasizing that incentives should be provided
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to continually improve language skills - for example, through a reward system for
unlocking interesting additional features. The discussion with students from
different countries of origin also revealed cultural differences needing further
investigation - for example, in terms of expectations of communication style (e.g.,

formal vs. informal) in an educational context.
4 Conclusion

In addition to a multitude of design-oriented studies on PCAs, also with a focus on
language learning and the awareness that they could revolutionize digital learning,
the use case of supporting foreign-language study abroad students in literature
comes up short despite globally growing university internationalization efforts (de
Wit & Altbach, 2021). Therefore, in our paper, we presented initial findings on how
to derive actionable design knowledge for the design of eL.Cs to support this target
group, based on scholarly literature and from the perspective of Chinese-speaking
visiting students during their academic stay in Germany. We documented 14 LRs
and 15 URs based on the results of an online survey with 76 surveyed Chinese
students at a German university. As a result, we derived 16 DPs and classified them
along the dimensions of humanoid design, communication, interaction, ethics,
human-machine relationship, and specifics for non-native speakers. Our findings
reveal novel insights for designing eL.Cs for exchange students and potentially other
similar audiences. We provide researchers and practitioners with the design
knowledge gained for eLCs, as documented in Tables 1-3 and the expository
instantiation, so that they can ensure a problem- and user-centered development of
eLCs. Furthermore, major advances in technology (e.g., NLP and ML) and
internationalization intensifications in academia may encourage more exploration
and implementation of these innovative eL.Cs (Thakore, 2021; Wu et al., 2019). We
seek further instantiations and empirical evaluations of our generated design
knowledge to contribute to a nascent design theory in information systems (IS).
Thus, we hope to encourage designers to focus more on specific use cases of PCAs
in general and eL.Cs with large potential user groups, such as non-native (exchange)

students in particular.

However, our research is also subject to limitations. Since our goal was to derive
practical DPs to support developers, the IS perspective dominates. Additionally, the

empirical survey was conducted at a German university with exchange students from
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one country, China, in their native language, so it is not certain whether elicited
requirements are culture- and region-specific. Besides it remains unclear, whether
the design knowledge is also applicable to other target groups (such as refugees
integrating into new learning environments) facing some similar challenges, but also
have to cope with specific ones. Therefore, the transferability and adaptation of the
findings to other use cases and country combinations for the host and home country
yet need to be investigated. Likewise, a different selection of literature or a differently
posed questionnaire might influence the design knowledge, which is why our explicit
goal is to encourage further discussion and research. Overall, our paper contributes
to a better understanding of the needs of international students and how they can

be supported by eL.Cs as a form of technology-enhanced learning in academia.
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1 Introduction

Healthcare systems in all OECD countries are undergoing several challenges due to
an ageing population, longer life expectancy and the rapid rise of chronic diseases,
leading to increasing cost pressure and rising consumer expectations as well as poor
patient reported outcomes (Bloomrosen and Detmer 2010; Institute of Medicine,
2001). While the use of technology to increase efficiency and transparency in
organisations has been widely accepted worldwide and transformed operations in
many sectors, e.g., commerce, finance or education, in health care it has been slow
to date; however, now the need for technological support is becoming even more

prominent in health care.

Information and communication technology (ICT) is seen as an enabler of new
healthcare delivery models (Wickramasinghe and Schaffer 2010). The evolution of
ICT in the healthcare industry has led to what is called e-health. The World Health
Organization (2003) notes that e-health enables the leveraging of the information
and communication technology to connect providers and patients and governments;
to educate and inform healthcare professionals, managers and consumers; to
stimulate innovation in care delivery and health system management; and to improve

our healthcare system.

At this time, most OECD countries are facing similar pressures including cost
pressures, COVID-19, increasing and aging population and the rise of chronic
conditions. To address these challenges, they are all looking to national digital health
solutions but are tackling the design, development and even deployment of these
solutions very differently (Eigner et al, 2019). Moreover, even initiatives that have
been established for some time eg the German e-Health Card, still struggle to
support and bring together individual approaches and solutions into a national,

integrated eHealth system (ibid).

Thus, it becomes essential to evaluate the business value of these solutions and
identify areas for improvement as well as opportunities for more investment and
advancement. The problem that faces the endeavor to study the impact of e-health
solutions is apparently their complexity. In order to avoid this, we use the model of
BVIT (Haddad et al., 2014) which is briefly explained before reviewing the terms

“value” and ‘business value” in the healthcare context and thus we answer the
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research question how can we assess the business value of national e-Health

solutions.
2 Value in Health Care

Porter and Teisberg (2006) define value, as a concept, as the output achieved relative
to the cost incurred, suggesting that measuring value is essential to understanding
the performance of any organization and driving continuous improvement. Value in
healthcare can also be defined as the patient health outcomes achieved per dollar
spent. Determining value and measuring it, though, depend on the perspective one
uses, ie., from a patient’s perspective, healthcare values include the healthcare
outcomes, quality, the safety of the delivery process, and the services associated with
the delivery process. From a society perspective, benefits might include the
availability of healthy and productive people who contribute to society in many ways

(Porter and Teisberg 2000).

Healthcare commentary often revolves around universal availability and cost
control, i.e., access and cost. People are not likely to want the lowest cost; the central
issue should really be the creation of a healthcare system that provides the highest
value (Rouse and Cortese 2010).

3 The Business Value of IT in Health Care

Business value of IT (BVIT) is commonly used to refer to the impact of IT on the
organisational performance (Melville et al 2004). Defining the organisational
performance in healthcare is different from it in other industries (Haddad et. al
2014). Cost reduction, profitability improvement, productivity enhancement,
competitive advantage and inventory reduction are a number of performance
measurements in other industries (Melville et al 2004). This is not the case in the
healthcare industry, where organisational performance extends well beyond that to

cover patient outcomes and healthcare quality (Haddad et. al 2014).

The impact of IT in health care has long been studied. Most of the current studies
on this share same limitations in common: 1) looking at IT as a whole, without
objectively classifying them according to agreed standards, and 2) limited scope, i.c.,

the impact of specific I'T system on a specific outcome.
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This research serves to address this gap by proposing a framework that
conceptualizes the business value of IT in healthcare. This framework was designed
and has been tested elsewhere (ibid). For the purpose of this paper, we will test the
mapping between our framework and the national e-health initiative in Australia;
namely the My Health Record. The following section summarizes the main features

of this model.
4 The Conceptual Model of Business Value of I'T

In order to develop a framework to evaluate the business value of IT, we first needed
to classify I'T systems according to their business objectives. This is the heart of the
theory of I'T Portfolio by Broadbent et al.(1999) who classified I'T investments into
four categories: Infrastructural, Transactional, Informational, and Strategic. Each of
these IT systems has distinctive business objectives and different industries adopt
them to different levels according to their actual needs. At the same time, we
recognised the need of socio-technical aspects when studying the healthcare
industry. This is obtained from the works of Rouse and Cortese (2010) that looked
at the healthcare delivery from a socio-technical perspective, and divided it into four
layers: the healthcare ecosystem, the system structure, the delivery operations, and
clinical practices. We designed our framework by combining these two
theories/frameworks together, and by performing a rigorous literature review to

divide these components to build more detailed structures as Figure 1 depicts.

Figure 1: The Model of Business Value of IT in Health Care
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5 Health Care in Australia and Germany

Both Australia and Germany provide private and government health insurance; i.e.,
they support a two-tier healthcare system (Eigner et al, 2019). The two-tier health
insurance model in Australia is complementary (Eigner et al., 2019). This is because
the public and private insurance can be taken together i.e., it is not one or the other
(ibid). This contrasts with substitutive two-tier models such as the one in Germany
in which one may only have one type of insurance, with a few exceptions (ibid). It
is interesting to note that the majority of the population is publicly insured in both
instances (ibid). Germany spends slightly more on healthcare at approximately
11.1% of GDP as compared to Australia’s 9.3% (OECD, 2015; Eigner et al, 2019).
Further, both countries also enjoy some of the top rates in life expectancy and quality
of care (WHO Global Observatory for eHealth, 2016; Eigner et al., 2019). Finally
both systems have adopted a diagnosis related grouping modelling (Eigner et al.,
2019). Thus for the purposes of this study the two national e-health solutions are

assed with respect to their business value.
6 My Health Record

Like all OECD countries, the Australian healthcare system is confronting major
healthcare funding and delivery challenges. A further challenge relates to the fact
that, even though the healthcare system in Australia has been considered highly
ranked internationally because of high life expectancy and low infant mortality
(Heslop 2010; Armstrong et al. 2007), this ranking is now under strain as the system
is hard-pressed by an ageing population, increased prevalence of chronic disease and
its burden on healthcare service, and outdated infrastructure and organisation
models of healthcare delivery (Armstrong et al. 2007). In addition, healthcare
inequalities also persist in Australia and the gap of service accessibility between rich
and poor is widening markedly (Duckett & Willcox 2011). To address the
aforementioned challenges, the Australian government decided to introduce a
national e-health solution. The terminology adopted in Australia for electronic
record keeping and its e-health solution is known as My Health Record (previously
the Personally Controlled Electronic Health Record) which sits between an
individually controlled health record and a healthcare provider health record (DoHA
2011). Thus, My Health Record has a shared use and mixed governance model
(DoHA 2011).
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As we can see from the preceding overview, My Health Record is a patient-centric
system where technology is going to be implemented in a complex clinical and
organisational environment and users are going to include a different set of
stakeholders including healthcare service providers, healthcare managers,
government bodies, healthcare pressure groups and most importantly patients.
Further, My Health Record is a patient centric system and is a model for essentially
engaging patients in their healthcare and empowering them in this undertaking. It
utilizes advances in technology most notably that of web 2.0 which makes it possible

to engage users by providing them interactive user interfaces.
6.1 The Evolution of My Health Record

In Australia, work on a nationally coordinated electronic health record was initiated
in 1993 with the creation of National Health Information Agreement (NHIA). The
primary function of NHIA was to develop a strategy and tools for better
coordination between the Australian government and State and Territory
governments for the collection and exchange of healthcare data and information
(Bartlett, et al., 2008; NHHRC,2009). The establishment of the National Health
Information Management Advisory Council (NHIMAC) resulted and occurred in
1998. A subcommittee of NHIMAC under the name of The National Electronic
Health Records Task Force in 1999 in response to the House of Representatives
“Health On-Line” Report was also established (Bartlett et al., 2008; Slipper &
Forrest, 1997).

In 2008 (Deloitte a consulting firm was engaged to prepare a blueprint for the
national strategy of eHealth development and deployment project. In 2009, the
Federal government, with all State and Territory governments, announced the
introduction of Health Identifiers and later in 2010 the introduction of the Health
Identifiers Act to strengthen their position on the e-Health approach. Later with a
budget of $AUD446.7 million dollars, the government has successfully achieved the
goal of having Healthcare Identifiers (HI) services for all Australians by July 2012.
The HI service includes 16-digit reference numbers for consumers and is known as
the Individual Healthcare Identifier (IHI), Healthcare Providers Identifier-
Individual (HPI-I) as well as Healthcare Provider Identifier-Organisation (HPI-O).
This service will be common for all e-Health services like e-pathology, e-discharge

summaries, e-referrals and e-medication management as well as personally
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Controlled Electronic Health Record. The e-health system has now commenced and
patients can be registered and they can obtain their health identifier from Medicare.

7 The German eHealth Card

Until 2004, Germany offered a basic health insurance card (KVK) providing
minimum information about a patient’s personal and insurance information as a
credential for patients to claim health services. Due to limitations in storage and
applications of this insurance card, the modernization act by the statuary health
insurance in January 2004 proposed the extension of the insurance card to the
electronic health card (EHC), which was finally implemented in early 2006. The goal
behind the EHC was to provide health service providers access to patient
information through IT to increase treatment quality, control health service

processes and quality for medical treatments (GKV Spitzenverband, 2015a,b).

Since January 1st, 2015, the “Electronic Health Card (EHC)” has been mandatory
credentialed in Germany to claim services covered by the health insurance (Eigner
et al., 2019). The social act §291a (SGB) details the full list of required and optional
information (ibid). Data security, a very sensitive and key issue follows a two-key-
principle: this is essentially a public key — private key infrastructure (ibid). Although
many features are yet to be implemented, the EHC is designed to include electronic
patient records, medical reports, care records and medication records in the future
(ibid). Table 1 presents the key aspects around interoperability, research
development and uptake (European Commission, 2012; Eigner et al., 2019).
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Table 1: Key aspects around interoperability, research development and uptake
Interoperability Research Development Uptake and Deployment
fostering EU-wide build initiatives related to improving the education
standards, patient-centred, individual and skills of patients and
interoperability health management, as well as health professionals
testing and promote research on personal
certification medicines
integration of develop a competitive eHealth | guaranteeing free legal
processes for cross- | market advice for business start-ups
border eHealth in the field of electronic
health care
clarifying areas measuring the added value
where there is legal
uncertainty
International cooperation
8 User access and accessibility

To date , the eHealth acceptance rate in Germany has been hugely disappointing
with a below-average increase on an EU level of 31 percent since 2007 (Eigner et
al., 2019). This is particularly troubling given that over 97 percent of the insured
population is now provided with an EHC (GKYV Spitzenverband, 2015a; Eigner et

al,, 2019). Hence, a key priority moving forward is to address low acceptance.
9 Technology and infrastructure

Germany is a leading country in technology development considering financial and
human resources devoted to research and development (R&D) as well as patents
granted per capita (Florida et al., 2011). In health care, Germany currently ranks high
considering the quality of care, access to healthcare services, efficiency and equity as
well as expenditure per capita. Especially access to healthcare shows above-average
results in international comparisons. Space for improvement is still found in the area
of coordinated care, which constitutes a major issue to be solved by eHealth (Davis
et al., 2014).
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10 Key Challenges

The EHC was implemented in 2006 yet still issues around an integrated, accessible
and data security compliant infrastructure for telemedical services is still not solved
(Eigner et al, 2019). Through many regional projects, this challenge has tried to be
addressed but as yet no suitable solution has been achieved (Dietzel, 200; Eigner et
al., 20191). In addition other challenges are connected with a lack of I'T standards in
the healthcare sector and missing secure networks (Eigner et al., 2019). Further, lack
of investments coupled with issues around liability and security also have led to

massive delays (ibid).
11 Method

In order to assess the business value of these national e-health solutions, a
combination of methods to collect data in a predominantly qualitative study is
adopted. After securing the necessary ethics approvals, first a series of semi-
structured interviews with the respective key stakeholders is conducted. In addition,
a systematic review for archival records, documents and online recourses was
maintained during the research project. This included published academic papers,
reports, and grey literature such as, web blogs, and newspapers.

Table 2 summarizes the methods used in this study.

Table 2: The Research Design for the Purpose of this Paper

Data collection technique Data Source

Semi-Structured interviews Key stakeholders

Service Provider Qualitative GPs, specialist doctors, nurses, etc.

Survey

User group Qualitative Survey citizens

Archival Records and Published academic papers, reports, web blogs
Documents/On-line and and newspapers

Newspaper reports
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12 Findings

Stage one of the analysis included an examination of the components of My Health
Record and mapping them to the model of BVIT. These consisted of a combination
of the basic technologies of unique identification, authentication and encryption to
facilitate safe and secure method of healthcare information exchange. Mapping this
comprehensive system to the I'T Portfolio showed that My Health Record is mainly
an informational IT system with supporting infrastructural and transactional
components as well as strategic vision to transform the healthcare delivery structures
in Australia. From a socio-technical perspective, My Health Record covers all
components of the healthcare delivery structure in Australia. This covers the health
ecosystem, health organisations, delivery operations and clinical processes. Table 3

depicts the mapping between My Health Record and the model of BVIT.

Table 3: Mapping to the Model of BVIT

Component | My Health Record E-Health Card

Infrastructural | Utilizes the Internet for This is a chip card system
information sharing. In so doing, which requires a dedicated
the shared network is distributed infrastructure in clinics,
amongst all uses. It also uses a doctors’ offices and
wide range of supporting pharmacists to read
infrastructural

Transactional | Enables patients to digitize their Requires a public and private
own health records. key system to initiate and

perform transactions.

Informational | The core functionality of My Patient data , insurance data
Health Record is to facilitate the and medical data are stored
exchange of digitized medical

IT Portfolio

information between different
stakeholders on an agreeable basis.
This is facilitated by integrating
patients’ records entered via a
dedicated web-based portal (called
Consumer Portal) and the national
eHealth record system. The
national eHealth record system
itself has a mutual information
sharing structures with other
different health providers.
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Strategic My Health Record could have a When the full features are
strategic nature, in terms of its role | implemented, then there will
in transforming the shape of be e-prescribing and
healthcare delivery in Australia. integration of health data to
This is not the case all the time, as create complete health
national e-health initiatives are now | information record of the
common around the world with person is captured.
increasing numbers of countries
adopting these systems.

Healtheare Patients Patients are the central point

Ecosystem Payers The respective governments
Regulators The respective governments.
Providers Healthcare providers benefit

from the system through
having access to patients’
records, and the ability to write
on patients’ records based on
agreements with their patients
(Consumers).

Competitors These are both unique systems
tailored to suit the respective
healthcare structures for care

b delivery

g System My Health Record is designed to A chip card system designed to
g structure sit between an individually be convenient for all

g controlled health record and a stakeholders

£ healthcare provider via a shared

S governance model.

= Delivery It is hoped that using the system It is hoped that using the

Operations will improve healthcare outcomes system will improve healthcare
and lead to greater efficiency and outcomes and lead to greater
effectiveness of care delivery and efficiency and effectiveness of
fewer errors care delivery and fewer errors

Clinical My Health Record is designed to The e-health card does place

Practices present information captured from | an extra set up burden for

different systems to healthcare
consumers and their authorized
healthcare professionals according
to the shared responsibilities and
mixed governance model (Leslie
2011; Haddad and Wickramasinghe
2014).

clinicians as they must ensure
they have correct card readers
installed in their offices
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The way the two distinct solutions, My Health record and the e-Health Card, are
structured makes them patient-centric systems. In theory, this gives the consumer
(patient) a better position in shaping their care. This is vital in the light of the way
healthcare is delivered to patients. One interviewee, who works closely on building
better connections between patients and health providers, noted that patients
normally don’t have the opportunity to discuss the type of care they receive: “we had
a very long journey from where we are to where we need to be, understanding what the patient wants
to get out of their visit. What product did they want? We decide on their bebalf what they're going
to get, largely. Even in the sittings where we discuss what they want, we don't document what they
wan?’. It can deliver the benefit of giving the patient “more control of who bas access to
their information and they can add their own bits of comments to explain their condition in details”
as another interviewee noted. It is also anticipated that the My Health Record will
assist to ensutre better equality of quality of care; a point of concern raised int eh
Duckett report (Duckett, 2018)

The value of any IT system cannot be realised if it is not used. In order to leverage
the highest potential of My health Record, 74% of the users believed incentives for
the users should be introduced to start adopting the system, and 68% said that there
must be an alignhment between the system values and patients’ values. The system

must be easy to use and intuitive for 60% of the users to use the system.
13 Discussion and Conclusion

Analyses of different data collected during this research shows that My Health
Record and the e-Health Card, respectively, can be classified as an informational I'T
system in the terminology of the theory of IT Portfolio by Weill and Broadbent
(1998). According to this theory, this system, as an informational I'T system, should
be capable to increase control over clinical information and healthcare delivery,
facilitate better information sharing between different stakeholders across the
spectrum of the Australian health care, create better integration between different
layers of healthcare delivery, and improve healthcare quality. The collected data
demonstrate that both systems still have a long way to go before their full potential
can be realised. In order to do so, a number of technological, organisational, and
human requirements should be met. Once these requirements are met, the systems
will have respectively better likelihood to deliver more value for different players in

the web of the healthcare ecosystems for which they are supporting. The promised
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values include continuity of care, less fragmented, safer, and more efficient

healthcare system.

From another dimension, the results demonstrate the flexible and comprehensive
nature of the model of BVIT. As sophisticated IT systems can be mapped with a
large number of technological and socio-technical components to the layers of this
model; this indicates that the model of BVIT is capable to be used to evaluate the
business value of eHealth initiatives and programs globally according to their unique
circumstances. The findings in this research extend the range and reach of the theory
of I'T Portfolio well beyond its current scope, which allows it to cover the complex
industry of healthcare. This is enabled by adopting a socio-technical perspective
when looking at the healthcare delivery, which in turn was adopted from the works
of Rouse and Cortese (2010). Thus, this research examines the validity of their
framework of Healthcare Delivery. According to our results, this framework seems
valid and comprehensive to cover the healthcare ecosystem, the structure of
healthcare organisations, the delivery operations, and the clinical practices. By their
very own nature, informational I'T systems are of high risk, as realising their business
value is not always an easy undertaking (Weill and Broadbent 1998). From this point
of view, this research has spotted a number of points that must be addressed in order
to achieve the promised business value of the respective solutions. This is of high
importance practically, as different players in the healthcare system share, to
different levels, the same objective: having better patient outcomes by having an
efficient, cost-effective, and prudent healthcare system. In conclusion, My Health
Record and the e-Health Card, as informational IT systems that leverage different
IT systems, have the potential to generate business value by: 1) reducing
fragmentation, 2) better engaging patients in their care, 3) enhancing patient safety,
and 4) increasing the efficiency of different operations in the healthcare delivery. All
these promised values are subject to technological, organisational, and human

requirements highlighted in this research and the subject of our follow-up studies.

As noted, this paper proffers and initial model for assessing the value of national
digital health solutions. Its focus has been to being to identify the key elements that
must be considered. Evaluation of such solutions also necessitates a discussion
around “from whose perspective” given that many of the key stakeholders in
healthcare have orthogonal goals; eg, payers want to minimise cost while patients

want maximum quality. A logical approach to addressing this dilemma is to develop
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a weighted average in modelling the value and this will serve to form the focus of
future research. In addition, it is noted that as this is an initial model no cost benefit
analysis has been embarked upon, again as the intent of this study is to first identify
the key elements, future work will then focus on drilling down and identifying
suitable cost benefit scenarios to include. Given this is one of the first studies of this
kind, it was essential to take time and care in identifying the key components for

such a model.
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1 Introduction

The effective and comprehensive digital transformation of the Slovenian healthcare
system is one of the fundamental changes that should contribute to greater success
in dealing with the numerous challenges facing Slovenia’s healthcare sector. The
experiences of developed countries indicate (Bokolo, 2021; Arcury et al.,, 2020
Petrova, Balyka & Kachan, 2000) that successfully implemented projects of
digitalising healthcare have exceptional strategic importance for the further
development of the healthcare system, and they also point to broader implications
centred around increased social well-being and economic growth (Huropean
Commission, 2018). The project of Slovenian healthcare digitalisation (eZdravje or
eHealth), which follows the national, European and WHO guidelines, was one of
the key long-term goals of the public sector in Slovenia. The entire basis of the
eHealth project and the development guidelines are based on principles that were
defined in the overarching document “eZdravje2010 Strategija informatizacije
slovenskega zdravstvenega sistema 2005-2010” (Ministry of Health, 2005). The
National Institute of Public Health (N1JZ) took over the management of the eHealth
project from the Ministry of Health in 2015.

An exhaustive review of conditions in the field indicates that the difficulties
encountered right from the outset in the project of digitalising Slovenian healthcare
(eHealth) arose in part from the technical and technological characteristics of the
existing, fragmented healthcare information systems, which are a consequence of
the uncoordinated development in the area of health informatics in recent decades.
On the other hand, the responsibility for the current state of affairs can be attributed
principally to the decision-making authorities that left the development of healthcare
informatics in this period up to individual initiatives, needs and the particular
interests of individuals at the healthcare institution (or even department) level,
without unified strategic guidelines for the whole country. Moreover those in charge
in this period were not able to promote development and fulfil the digitalisation
project through the provision of stronger political (financial, HR, organisational)

support and the formulation of a modern and consistent strategy in this area.

The consequences of these factors are reflected in specific challenges that the NIJZ
identified during the activities to date aimed at the universal digitalisation of

Slovenian healthcare and implementation of the eHealth system, which are:
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e a lack of preparedness (administrative, technological, organisational,
procedural, security, etc.) of certain healthcare providers for the appropriate
use of the eHealth system;

e Jack of harmonisation of healthcare professionals with regard to substantive
issues (e.g. the healthcare services code list, access to health documents);

e the narrow orientation of individual stakeholders towards their own
professional fields and goals, without an awareness of the co-dependence
of all stakeholders in the healthcate system;

e a lack of competent experts in the field of informatics at healthcare
providers who could ensure adequate maintenance and operation of the
eHealth system;

e inadequate funds for digitalisation of healthcare providers and for the NIJZ,
which works to ensure the development, maintenance and upgrading of the
central national eHealth system.

Despite these challenges, the lack of unified strategic documents and inadequate
investment in the area of healthcare informatics, in the past four years great progress
has been made in the development and implementation both of certain fundamental
infrastructural solutions and specific eHealth user applications. In view of the
dynamic of events, starting with the publication of the first strategic document in
the area of digitalising healthcare in 2005, the implementation of the eHealth system,
which has been carried out since the beginning of 2016, represents an important
milestone, which has without doubt determined the further development of
Slovenia’s healthcare system. It should be noted here that despite the measurable
successes of the eHealth system in the recent petiod, as evidenced both by national
evaluations (Ministry of Public Administration, 2019) and international evaluations
(European Commission, 2019), where in view of the use of eHealth Slovenia was
put in sixth place, while with regard to the use of ePrescription it is in third place
among EU Member States, eHealth still does not enjoy the kind of distinction that

it merits.

The NIJZ has been continuously working to provide improvements and upgrades
to the system. But the years 2020 and 2021 are truly special in this respect, since the
COVID-19 epidemic changed the modus operandi dramatically (Stanimirovi¢ &
Mateti¢, 2020; NIJZ, 2021a), as all the upgrades needed to be developed and
implemented in the shortest possible time. Over the past two years the zZVEM and
the CRPD have stood out in this regard, and thus these two eHealth solutions, their
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development, functionalities and use will be described in more detail and analysed
below. The impact of COVID-19 on the zVEM and CRPD will be discussed in this

context.
2 Methods

This paper presents an in-depth analysis of the functionalities and use of the zZVEM
and the CRPD, and additionally investigates how the COVID-19 epidemic has
affected the development and use of the zZVEM and CRPD solutions. This is an
extreme example of the agile development process in the field of eHealth solutions
in Slovenia, which was highly accelerated during the COVID-19 period, suggesting
that the epidemic was a particular opportunity for rapid advancement in the
digitalisation domain. The in-depth analysis performed in this work was based on
the case study research methodology (Yin, 2018; Kljaji¢ Borstnar, 2021), which
included an in-depth study of the field and its critical analysis. On the one hand, the
analysis was conducted on the basis of a literature review in the field (Tulu et al.,
2021; Gloggler & Ammenwerth, 2021), and examination of project documentation
and technical specifications for the zZVEM and CRPD. On the other hand, it was
based on the observations, experience and professional opinions of experts at the
NIJZ who are managing the eHealth system (including the zZVEM and CRPD), along
with actual statistical data on the use of the zZVEM and CRPD from the
administrative and business intelligence modules (Sim & Waterfield, 2019). The
selection of the research method was based on the particular features of the research
field and the fact that the entire area of healthcare digitalisation in Slovenia is still in
a relatively early stage, so there is just a narrow circle of experts with appropriate
knowledge and understanding in this field. This methodological approach enabled
both an insight into the theoretical and technological background of these kinds of
digital solutions, and an empirical overview of the actual state of affairs,
development stages and use of the zZVEM and CRPD in the Slovenian healthcare
system and in the wider social environment (Mohajan, 2018). The collaboration of
experts from the NIJZ in the research enabled not just an insight into the
technological/technical, statistical and administrative aspects of the operations of
the zVEM and CRPD, but also an objective and thorough understanding of the user
aspects, since the experts from the NIJZ are very familiar with the user experiences
of patients and healthcare workers, and their satisfaction with the zZVEM and CRPD.
An in-depth analysis of the functionalities and use of the zVEM and CRPD, in terms
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of the literature review in the field and examination of project documentation and
technical specifications for the zZVEM and CRPD, was conducted in the first half of
2021. Structured discussions with the NIJZ experts and the acquirement of statistical
data from business intelligence and administrative modules were carried out in the

petiod from June to December 2021.

This paper focuses on the zVEM and CRPD principally because of their usability
and importance both for patients and for healthcare workers, and also because of
the major progress in the past two years. The synthesis of findings from the
literature, user functionalities from the technical documents, statistical reports and
the views of the NIJZ experts, enable the formulation of credible conclusions based

on verifiable data regarding the highlighted research aims.
3 Results
31 zVEM

The greatest development in terms of the digitalisation of healthcare in Slovenia in
the past two years has been observed in the zZVEM (health - all in one place) system
(Stanimirovi¢, 2021). The zVEM was designed as a linking service, the central hub
of primary eHealth solutions for patients, for enabling secure and efficient access to
their referrals, prescriptions, specialist reports and other documents, and online
booking of appointments to secondary services and reviewing waiting periods (Janet
& Stanimirovi¢, 2020). From the patient's point of view, the development and
establishment of the zZVEM is certainly one of the major gains in recent decades (van
Gemert-Pijnen, 2011). Technically the system was set up on the conclusion of the
eHealth project in November 2015, while full use, with the possibility of registration,
was ensured at the beginning of 2017 (Rant et al., 2018). Access to all functionalities
is possible via the SI-PASS system with a digital certificate or smsPASS. The zZVEM
provides users with secure and reliable access to their data in the eHealth databases
and access to eHealth services. It also offers users current content in the area of
public health. It contains certain functionalities, online training and surveys, and also
allows zVEM administrators to post important messages (Rant, Stanimirovi¢ &
Zlender, 2019). First and foremost the zVEM is intended for patients, and is
accessible at: https://zvem.ezdrav.si/ (NIJZ, 2021b). After logging on, users can
review their data and the data of their children aged up to 15 years. They can also
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sign up for notifications about prescriptions and referrals. The zVEM application
for smartphones has been in use since July 2021, and this offers rapid and user-

friendly access to the majority of services.

Healthcatre providers send out specialist reports, discharge letters and data for the
patient summary. The databases contained within the eHealth system are used to
complete data on prescriptions (eRecept), referrals and appointments (eNarocanje)
and vaccinations (eRCO). Insurance data is transferred from the national Health
Insurance Institute (ZZZS) files. Demographic data is transferred from the Register
of Patients and Spatial Units (RPPE), which is regularly updated from the Central
Population Register (CRP) and the national Survey and Mapping Administration.
Patients themselves can also express their consent, and can make vaccination

bookings (Figure 1).
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Figure 1: Display of data on the zZVEM

A major added value of the system is being able to view one’s own health documents.
Patients can look at specialist reports and hospital discharge letters, including the
results of COVID-19 testing, and they can also print out the EU Digital COVID
Certiticate (EU DCC; European Parliament, 2021). These documents can be viewed
by attending physicians in their own information systems, and this means patients
are no longer required to bring specialist reports from one healthcare provider to

another.
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Patients can view their patient summary for themselves and their children (aged up
to 15). This is a structured record comprising the most important health data
necessary for high-quality health treatment, and this is part of the CRPD.

The summary of written statements of the patient’s consent contains written

statements of this, and the patient can also apply a block on data being viewed.

Patients can view data on prescribed and dispensed prescription medications. For
each prescription, information is given about the presctibed medication and its

dispensing in pharmacies.

The patient can see their data on referrals and appointments, and make bookings for
desired health services, as well as for vaccination against COVID-19. Appointments
can also be cancelled using the system. Within the eAppointment (eNarocanje)
service, all citizens are able to see waiting times and free slots at healthcare providers

as reported by them.
3.2 zVEM plus (zVEM for healthcare providers)

The zZVEM plus portal enables the capture of data and its processing, and the issuing
of various reports that healthcare providers must send out. It is intended for
providers that do not use their own information system for this. The investment was
financed by the European Union from the European Regional Development Fund
as part of the EU-wide response to the COVID-19 pandemic (Janet & Stanimirovic,
2020).

33 Data on use of the zZVEM

The zVEM was put into use successfully at the beginning of 2017, and its use
experienced a major step forward in 2020 and again in 2021, with the possibility of
printing out COVID-19 test results and vaccination status, along with the European
Digital COVID Certificate. The first digital vaccination certificate could be printed
out on 19 March 2021, while the EU Digital COVID Certificate (EU DCC) could
be printed from 24 June 2021. Since 13 July 2021 the zZVEM application has also
been available to mobile phone users, and users have been able to download the
application for verifying the EU DCC since 5 August 2021.



35T BLED ECONFERENCE

72
DIGITAL RESTRUCTURING AND HUMAN (RE)ACTION

During the epidemic, the zZVEM portal took on an important role in informing and
raising public awareness. In December 2020 the portal started posting
microbiological results from the CRPD, including the results of rapid and PCR tests
for COVID-19. This signalled a rapid growth of users on the portal. For several
years the number of registered users remained relatively low, until the portal became
an important tool for obtaining documents related to health and COVID-19. A
major increase was observed with the possibility of printing out the EU DCC in June
2021 and with the zZVEM application for smartphones in August 2021 (Figure 2),
and the number of registered users reached 409,900 in 2021.

The number of single visits to the zZVEM started to grow exponentially with the
introduction of test certificates and certificates of COVID-19 vaccination, and
especially with the possibility of printing out the EU DCC in July 2021 (Figure 3),
with a total of 23,975,212 visits recorded in 2021.
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Figure 2: Growth in the number of registered users of the zZVEM by year
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Figure 3: Growth in the number of visits to the zZVEM by year

The zVEM plus (for healthcare providers) already had 101,581 users at the end of
2021.

The growth in users of the zVEM is welcome and essential for the successful
development of eHealth and the connectivity of services. The fact is that the zZVEM
was designed six years ago, so the backup systems and databases will need upgrading
if it is to be ready for the coming challenges and for the unrestricted operation of
the portal in the future.

The zVEM Patient Portal surely delivers significant benefits to all stakeholders in
the Slovenian healthcare system. In addition to the basic benefits of access to
eHealth solutions and medical documentation already mentioned, the zZVEM Patient
Portal is a vital instrument for patient empowerment and directing public health
initiatives and communication with the public, especially during the critical time of
the COVID-19 crisis. According to the research findings, patients stressed the
relevance of a sense of power and control, and thus the ability to play an active role
in the entire treatment process due to the ongoing availability of their health data. In
terms of the zVEM Patient Portal's involvement in public health initiatives, it has
shown to be a very strong instrument with high population penetration and
substantial mobilisation potential, since public trust in the information and
epidemiological recommendations provided on the zVEM Patient Portal is rather
high. The zZVEM Patient Portal, on the other hand, allows for the interchange of
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relevant medical documents among healthcare providers, alerts healthcare workers
about potential patient COVID-19 infections, and so helps to reduce the incidence
of these in hospitals, nursing homes, and the general public.

Other systemic benefits provided by the zVEM Patient Portal, according to
participating experts, include significant financial savings, simplified and more
effective procedures in terms of prescribing and dispensing medications and making
patient appointments, better quality, security, and standardisation of the processed
health data, and shorter waiting and consultation times between general practitioners

and specialists.
3.4 CRPD

The data displayed via the zZVEM is drawn from the CRPD. Today, the CRPD is the
most complex public information system in the country, the eHealth database on
patients with permanent or temporary residence in the Republic of Slovenia. Data is
processed in the CRPD so as to enable providers to have access to data, to exchange
data for providing medical care and autopsy services, and for the purpose of
updating health documentation data. Access to data in the CRPD is defined in the
document Pravilnik o pooblastilih za obdelavo podatkov v Centralnem registru
podatkov o pacientih (Rules on authorisations for data processing in the Central
Register of Patient Data, Ministry of Health, 2021a).

The CRPD comprises the RPPE, health documents and the patient summary.
Demographic data in the RPPE is provided from the CRP and the national Survey
and Mapping Administration. Health documents are transferred from the

information systems of healthcare providers.

3.5 Data on use of the CRPD

Sending data to the CRPD is obligatory under the Health Care Databases Act
(ZZPPZ, 2021), and thus all healthcare providers are required to use this system.
Data is also submitted by concession holders and private operators without a

concession.
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Data on the number of documents in the CRPD point to a major jump in 2020 and
continued exponential growth in 2021, with the figure reaching 23,975,212 (Figure
4).
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Figure 4: Growth in the number of documents in the CRPD by year
3.6 Development of new functionalities and features

The zVEM and CRPD are constantly being developed and upgraded, and while this
increases their wider usability, it also inevitably increases their complexity.

All the upgrades needed to be developed and implemented in the shortest possible
time. For some solutions we could use already existing ideas with adjustments, while
some needed to be done from scratch. These developments would not have been
possible without previous work on introducing, maintaining and developing the core
services of the zZVEM CRPD, and other eHealth solutions.

4 Discussion

The research results revealed that the COVID-19 epidemic had a major impact on
the development and use of the zZVEM and CRPD solutions. During the epidemic,
use of the eHealth system grew in leaps and bounds, and in some areas increased
more than tenfold (Doraiswamy, Abraham, Mamtani, & Cheema, 2020). Due to the
growing requirements of users and needs of the system (patient needs, public health

needs, the needs of healthcare providers, the needs of healthcare policy), numerous
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existing features were upgraded, and many new solutions were developed. All this
placed great pressure on the insufficient number of staff, and currently just 15 are
working in the area of eHealth. This seriously impacts the eHealth budget, since
upgrading and developing new services requires both initial investment costs and
long-term costs for maintenance and for recruiting new staff members who will
ensure the operation of these systems. The COVID-19 epidemic clearly illustrated
the importance of the eHealth system for the Slovenian healthcare sector, since it
can be asserted without doubt that without the eHealth system individual segments
of the healthcare service in Slovenia would have collapsed (Lee and Lee, 2021), and
a major portion of the system would be seriously crippled and limited in its
operations. The greatest harm in such a situation would be suffered by patients
(Turer et al., 2021; Guitton, 2021).

The analysis conducted in 2019 by the Ministry of Health shows that the healthcare
system contains one of the largest sets of information systems in Slovenia. Various
healthcare information systems are used in approximately 26 hospitals, 60 health
centres and more than 1,500 clinics in the public health system. However, other
countries invest on average four times as much as Slovenia in healthcare informatics.
The proportion of spending on informatics relative to total income is 1% in
Slovenia, while the international average is 3.9%. In 2018, according to the Hospitals
Business Report there were 21,334 persons employed in all hospitals in Slovenia, of
whom just 85 were IT specialists, this being 0.4% of all employees, while the
international average in healthcare is 2.8%, meaning that we differ greatly in terms

of professional staffing in this regard.

Data in the area of using the eHealth system is encouraging, since it points to the
eHealth system becoming increasingly established in the everyday operations of the
Slovenian healthcare sector, and this is indispensable in the context of an epidemic
(Sust et al,, 2020). In order to maintain the encouraging trend, and in the context of
further development and even more effective use of the eHealth system in the

future, further activities need to be implemented in the Slovenian healthcare sector.

The priority tasks in the area of eHealth are as follows:

e drawing up an eHealth strategy (including the concept of remote health or
telemedicine) and overhauling the legal basis for the operation of eHealth;
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e raising the level of use of the eHealth system by end users;

e improving the quality of operation of the systems, and their comprehensive
maintenance and upgrading in line with identified needs and legislative
requirements;

e development and implementation of new and supplementary eHealth
features in line with established needs;

e allocating additional resources (matetial and human) for maintenance and
development of central national eHealth system managed by the NIJZ, and
digitalisation of the operations of healthcare providers;

e cencouraging all healthcare providers to ensure complete and consistent
submission of all documents and data to the CRPD (with the aim of creating
and ensuring all the advantages of electronic health records);

e cncouraging all healthcare providers to send accurate data on waiting
periods to the central eAppointments system, and establishing info-points
for patients to make appointments;

e promotion of eHealth and the opportunities offered by the eHealth system.

5 Conclusion

Since the completion of the project in 2015 the eHealth system in Slovenia has
undergone unimagined development. This development has been particularly
intense during the COVID-19 epidemic. Some experts even claim that health
informatics has advanced as much in the last two years as it would have advanced in
ten years under normal circumstances. It is not just the systems that have developed,
but their use has also increased more than tenfold. This in turn has brought up
difficulties that have arisen to a large extent due to the inadequate investment in
informatics, both in terms of HR and infrastructure, and also with regard to
developing existing and new systems. The system was also very much exposed to
the poor digital literacy of users, including the most basic use of computer and
telecommunications equipment, as well as computer and information literacy and

the use of software systems themselves.

The digital culture in healthcare institutions needs to be raised, along with the digital
competence of all employees. Digital culture is also important for the close cohesion
of informatics and other areas of work in organisations, eliminating the traditional

divergence. Here, the digital competence of all employees is very important.
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In short, major efforts will be needed, as well as funds, to maintain and continue the

truly huge progress made in healthcare informatics in recent years.
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1 Introduction

The global population is ageing and practically all countries are undergoing a growth
in the proportion of their older population. This, together with the improving life
expectancy at older ages (United Nations, 2019), makes supporting healthier ageing
an increasing priority area for healthcare and policy providers. One way to support
healthier aging is through physical activity. Physical activity and exercise have
significant health benefits and contribute to the prevention of non-communicable
diseases (WHO, 2020), they aid in maintaining the ability to function when ageing
and help to protect against age-related illness and frailty (Hoogendjijk et al., 2019).
Despite the well-established benefits of physical activity and the research-based
recommendations, insufficient physical activity is a major global problem among
ageing populations (WHO, 2020). For example, in Finland, where this study was
conducted, only around one fourth of the people over 60 years of age meet the
national recommendations for physical activity (Finnish Institute for Health and
Welfare, 2019). Hence, it is crucial to investigate solutions that could support
physical activity among older populations.

Digital wellness technologies, that is, “digital technologies that can be used to
support different aspects of wellness” (Kari et al., 2021) are seen as prospective
solutions. Their potential to promote physical activity among older populations has
been suggested in several studies (e.g., Seifert et al., 2017; Stockwell et al., 2019).
However, in terms of digital wellness technology use, older populations have distinct
needs and challenges (Kari et al., 2020). Therefore, research that taps into the wishes
and needs of this population is much required.

To address this need, this study investigates what kind of support a physical activity
application, a commonly used digital wellness technology, can provide for physical
activity among older populations. More precisely, the emphasis is on the young elderly
age group, which consist of people aged approximately 60—75 years. The needs in
this group can greatly vary from those of younger users and also from those of
oldest-old users. However, even though the wishes and needs of young elderly can
vary comparing to younger populations, their viewpoint has not gained much
attention in research related to design of digital services (Carlsson & Walden, 2019).
The specific focus of this study therefore lies in analyzing the wishes and needs

young elderly particularly have for personalization enabled by a physical activity
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application. We ask the following research question: How can a physical activity
application enable a more personalized support for physical activity among young
elderly? To gain understanding on the phenomenon, a focus group was conducted
with a group of young elderly. The collected data was thematically analyzed. Our
findings provide insights for scholars by increasing the understanding on the
viewpoint of young elderly regarding the personalized support of physical activity
applications. They also provide insights for practitioners to be used in the design of

personalized digital wellness services for young eldetly.
2 Digital Wellness Technology and Personalization

Digital wellness technologies have been found potential in promoting physical
activity and exercise among older populations, albeit with certain limitations. For
example, in studies focusing on older populations, Muellmann et al. (2018) found
that eHealth interventions can be effective in promoting physical activity, at least in
the short term. Similarly, Yerrakalva et al. (2019) found that mobile health
application interventions can be effective in promoting physical activity in the short
term. Kari et al. (2021), in a 12-month follow-up study, found a physical activity
application use to promote a modest increase in physical activity levels. Larsen et al.
(2019) found that physical activity monitor-based interventions have a moderate
effect on physical activity. Changizi and Kaveh (2017) found that mHealth
technology can improve several wellness outcomes such as physical activity and
related self-efficacy. Despite the positive findings, older populations have also been
found to encounter various challenges when taking digital wellness technologies,

such as physical activity applications, into use and during the use (Kari et al., 2020).

Personalization has gained a lot of attention in the field of digital wellness
technologies (e.g., Ali et al, 2016; Korhonen et al, 2017). Broadly put,
personalization refers to the process in which the service provider tailors services
and products to meet with the needs of the user (Tuzhilin, 2009). In the context of
digital technologies, the design of personalization has typically followed two main
approaches: ecither digital technology is used to presuppose user’s needs and
automatically match services with these needs or alternatively users are provided
options to choose from to have a personalized service (Lee et al., 2015). Examples
of personalized services enabled by digital technologies are different forms of

recommendations, adaptive information, or customized user interfaces (Cena et al.,
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2018). A practical example of personalized services enabled by digital technologies
would be activity trackers that are capable to aggregate and process different forms

of data on the user to provide personalized user experiences (e.g., Fitbit, n.d).

More recently, scholars have also investigated personalization in the entire service
process, focusing not only on a single digital technology, but mote broadly on the
role of digital technologies in service level personalization. This means that instead
of solely focusing on technical components, the aim is to understand the support
digital technologies can provide for service personalization (Korhonen & Isomursu,
2017; Korhonen et al., 2020). In service level personalization the support from digital
technologies can vary from fully automated support for personalization to different
forms of data visualizations and decision aids that can support the service provider,
but also the user to personalize services in collaboration (Korhonen & Isomursu,
2017). More specifically, the support can vary from aiding the service provider, such
as a healthcare professional in detecting and understanding the user’s condition, to
the use of aggregated data in reaching a shared understanding with the user regarding
the potential interventions and their impact (Korhonen et al., 2020). In other words,
the data aggregation and data visualization can enable the healthcare professional to
review the data from digital technologies together with the healthcare user, to
evaluate the impact, and also to provide more personalized support, such as personal

advice or more detailed interpretation to the data (Tong et al., 2021).

As older populations are a highly heterogeneous group of people, who may have
varying skill levels, needs, and challenges concerning the use of digital wellness
technologies (Kati et al., 2020), the design of physical activity applications should
consider these individual wishes and needs. As they also have varying physical
activity conditions, the health and wellness context addresses the importance of
personalization by default (Monteiro-Guerra et al., 2020). In this study, we analyze
how can a physical activity application enable a more personalized support for
physical activity among a particular user group of young elderly. We believe that the
understanding of their viewpoint can provide insights to be used in the design of
more personalized digital wellness services and products that would be more aligned

with their wishes and needs.
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3 Research Methods

The study was part of a Digita/Wells research program (2019-2022), in which young
elderly participants took a mobile physical activity application into use. The program
and the present study were conducted in Finland, and the participants were recruited
via the Finnish pensioners’ associations. No limits except for age were set for
partaking. The participants used a physical activity application in their everyday life
and conducted physical activity according to their own preferences. That is, they
were not provided with any specific exercise programs to follow or goals to reach
out for, but instead could freely conduct exercise how and when they preferred. The
application use was free of charge for the participants, but an own smartphone was
required. The local ethical committee was consulted before the start of the research
program, which deemed that no separate approval was required for the conducted

studies. All participants also gave a written informed consent.
31 Physical Activity Application Used in the Study

The application was developed for the young elderly target group in the DigitallV ells
research program. The application operates on the Wellmo application platform
(Wellmo, 2021), where the application features constitute their own entity. Wellmo
supports iOS and Android operating systems. The central features are related to
tracking everyday physical activity and exercise. These include, for example, features
for tracking and following the conducted physical activities and exercises, as well as
weekly, monthly, and annual reports on the conducted physical activity and exercise.
It is also possible to import data from external services supported by the Wellmo
platform, such as Google Fit, Apple Health, and Polar Flow.

3.2 Data Collection and Analysis

To understand the wishes and needs of young elderly for personalization, a
qualitative research approach was followed. The empirical data was collected by
using a focus group interview. Focus group interview is an interview with a small
group of people on a specific topic and it allows participants to present their own
viewpoints while also reflecting their viewpoints while hearing others’ responses
(Patton, 2005). Focus group was selected as a method as it enabled us to investigate

and analyze the needs and wishes young elderly have for personalization enabled by
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a physical activity application described in their own words. The focus group was
conducted in November 2021 with a group of young elderly who had participated
to the research program. In the focus group, all the participants had at least one year
experience of partaking in the research program, and they could therefore be
considered to be highly familiar with the physical activity application at the time of

the focus group interview.

The focus group interview included questions from three main themes. First theme
was about exercise habits in general, including motivation to exercise and to remain
physically active as well as whether the physical activity levels had changed after
starting in the research program. The second theme was about the role and support
the physical activity application provides for physical activity and exercise. Third
theme was about the wishes and needs for personalization enabled by the physical
activity application, including the support that the physical activity application could
provide through personalization. These themes were interconnected and selected to
gain understanding on how the physical activity application currently supports
exercise but also to explore that how it could provide a more personalized support
in the future, based on the experience of young elderly. In the focus group, one of
the authors was moderating the interview and took field notes using pen and paper.
The focus group was also audio recorded and transcribed afterwards. As the focus
group was done in Finnish, all the quotes presented in the Findings are our

translations.

The focus group interview was conducted with seven participants, and it lasted for
43 minutes. All participants were young elderly, including five females and two males
with the average of 73 years. All of them stated to be using the application frequently
and to be regular exercisers. The demographic information of the participants is

summarized in Table 1.
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Table 1: Focus group participant demographics

Participant Gender Age
1 Female 76
2 Female 70
3 Female 72
4 Male 75
5 Male 73
6 Female 70
7 Female 72

The data analysis focused on the wishes and needs of young elderly with the aim to
provide insights to be used in the design of more personalized services and products.
This was done through a thematic analysis. More precisely, the collected data was
analyzed thematically with an aim to identify, analyze, and report themes within the
data (Vaismoradi et al., 2013). The data analysis process was inductive by its nature
(Patton, 2005), where one of the authors carried out the familiarization and analysis
of the data. Themes were identified through recognizing elements young elderly used
in describing their wishes and needs. These themes were refined to come up with
thematic categories that were discussed between authors. Based on these discussions
we concluded with three main categories, which represent the central wishes and
needs young elderly have for physical activity applications to enable a more
personalized support.

4 Findings

This section presents the findings of our thematic analysis process, that is, the three
main categories that represent the central wishes and needs of young elderly for
physical activity applications to enable a more personalized support. The three
categories are: 1) More holistic data collection that combines physical activity data
and health-related data, 2) Sharing the physical activity data with healthcare
professionals, and 3) Tracking small acts of everyday life.
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4.1 More holistic data collection that combines physical activity data and
health-related data

The participants considered that it would be important to be able to combine the
physical activity data aggregated in the application with other health related
measurements they did daily. This would provide a more holistic data aggregation
that would represent their overall health condition better. This means that many of
the participants did also other measurements besides physical activity (using the
physical activity application but also paper-based records), for example, keeping
track of their blood pressure and heartrate levels. They did these measurements
regularly and were eager to combine these measurement results with their physical
activity data in order to see, for example, had there been any changes not only in
their physical activity levels but also in their health condition in more general. One
participant highlighted this through an example of using heartrate data in estimating

the recovery from a physical activity:

"I do measure my blood pressure regularly and report it also to here [application]. Then also

heartrate, when I walk the stairs that how long does it take to recover. I measure these to myself”.

©)

Another participant highlighted that he used different types of measurements for
both physical activity levels but also more health-related elements, such as blood-
pressure. He wished to be able to connect these different types of measurement

results to gain a more holistic understanding of his condition, as illustrated below:

” In addition to these pie charts, there are also different measurements one can use [in the
application]. 1 find it interesting to connect physical activity levels into health-related information,
such as the monitoring of blood pressure.” (5)

In overall, the idea to combine physical activity data with more health-related data
was discussed by the participants when they considered the value the physical activity
application could provide them in the future. All were keen to report their physical
activity levels, some more than others, but the idea to gain a more holistic
understanding by combining this data with the health-related information was seen

interesting.
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4.2 Sharing the physical activity data with healthcare professionals

The participants considered that the use and sharing of physical activity data with
healthcare professionals would be welcomed for personalization. In the focus group,
the participants wished they could show their physical activity levels for healthcare
professionals to prove that they have been physically active. The main intention was

to gain a more personalized treatment:

It wonld be great if the physical activity reports conld be seen by the healtheare professionals as it
could enable more personalized health benefits. Now the application bas my personal information
in terms of height and weight, but instead there could be heartrate and blood pressure. This niight

enable me to get information that is relevant to me, which conld result as better care.” (2)

In the focus group, the participant further continued that it would be beneficial if
one could show the healthcare professional [through application or through printing
the personal data records from the application] that one has been physically active,
even if there were some ongoing health issues. This was illustrated through an
example where the healthcare professional had recommended physical activities to
reduce pain in a certain condition, but once the person continued to have some
issues, she would have wanted the possibility to share the physical activity data, so

that the healthcare professional would be aware of the endeavors:

“It would be beneficial if one could print their own physical activity into paper in order to show it
to the healthcare professional. There are certain conditions where physical activity is considered to be
beneficial and if 1, for example, bave pain, 1 could still show healtheare professional that I have
been active and show this in a paper. 1 have been active for all these years, and I would like to show
this to my healthcare professional, so it is not only my description but also a list of physical activities
that I have been doing over the time.” (2)

Basically, the intention to share physical activity data with the healthcare professional
connects to the wish of a more personalized treatment at the appointment and a way
the healthcare professional could see a proof that the person has been physically

active.
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4.3 Tracking small acts of everyday life

The participants considered that the data aggregation and automated measurement
of small acts of everyday life would be important for more realistic picture of daily
physical activity. In the focus group, the participants mentioned that they used to
report their physical activity [in the application] daily when it was clearly labeled as
an activity, for example, skiing or gym. However, oftentimes, especially due to
Covid19, the participants had limited possibilities to do exercises except for doing
them at home or in outdoors, and these physical activities they did were often small
acts of everyday life, such as cleaning or other household works. However, in these
cases, the participants were often not reporting these more casual physical activities
in the application, which could result as a misleading picture of how active the day

was in the end:

“One feature I wish to bave [in the application] is some form of a summary of daily steps. Like
what smart watches collect. You can walk a lot during a day, but you do not often report it to the
application, so then the real daily activity and the activity you report are not always in sync.” (2)

This was complemented by another participant who actively reported daily activities
when they were labeled as activities, but the small acts of everyday life she was often

unwilling to report as to her, those were not counted as a “real” physical activity:

“Now I report everything [to the application] that I count as physical activity. However, like I said,
housebold work 1 do not see as physical activity but part of daily life. This is how I see it but it is
maybe not the same for others.” (3)

Both of these quotes illustrate the differences between individuals when reporting
the daily physical activities. First quote illustrates the potential difference between
the reported and real physical activity levels, whereas the latter describes the
difference between reporting certain activities and whether the activity is “worth
reporting”. The idea in tracking the small acts of everyday life automatically is in
capturing the real physical activity levels when the physical activity is not actively
reported to the application.
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5 Discussion and Conclusions

In this study, we analyzed how can a physical activity application, a commonly used
digital wellness technology, provide support for physical activity among young
elderly. We specifically focused on personalization, and the wishes and needs young
elderly have for personalization enabled by a physical activity application. We
identified three categories of central wishes and needs young eldetly have for
physical activity applications to enable a more personalized support: 1) More holistic
data collection that combines physical activity data and health-related data, 2)
Sharing the physical activity data with healthcare professionals, and 3) Tracking small
acts of everyday life.

More holistic data collection that combines physical activity data and health-related
data refers to the idea of forming a more comprehensive picture of the uset’s health
situation. This connects to the concept of holistic data collection, which Cena et al.
(2018) address to illustrate a more holistic representation of the user that form the
basis for creating more personalized services. Digital technologies are capable in
aggregating different types of data that can be used for personalization (Korhonen
et al., 2020), and as our findings illustrate, young elderly have distinct wishes and
needs to consider in terms of more holistic data collection.

Sharing the physical activity data with healthcare professionals refers to the idea of
sharing the data that is collected with digital wellness technology to gain more
personalized services. This connects again with the findings of Cena et al. (2018) as
well as Monteiro-Guerra et al. (2020), who found that making the data the user
prefers to share exchangeable with other applications is warranted in order to receive
more personalized services. In this study, we found that the data sharing was
discussed at the level of sharing physical hard copies (e.g., records on paper) of the
data, but also at the level of accessibility and making the physical activity data
shareable for the healthcare professionals.

Tracking small acts of everyday life refers to the idea of automatically aggregating
the small acts of everyday life that are often not manually reported by the users, but
when accumulated can generate a big difference in the daily physical activity levels.
The users expressed that they often had little interest in manually reporting some
casual daily activities, such as household works or short walks, which often lead to

them not reporting these activities at all, resulting in a misleading overall physical
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activity amount. In other words, the real level of the overall physical activity of the
participant is not visible, for example, for the healthcare professional when
evaluating the physical activity levels. Therefore, easy-to-use or automated
measurements, like smartwatches and many tracking applications today have, are an
important feature to consider. It would aid in evaluating the physical activity levels

and in planning personalized interventions based on the physical activity level.

Overall, digital wellness technologies can be used to support different aspects of
wellness (Kari et al., 2021). Today, different digital technologies are increasingly
aggregating data from different aspects of our lives (Harjumaa et al., 2016), and in
the field of health-related data-driven personalization, there is evidence that the
availability of data can make the health services more personalized for the individual
user in a person-centered manner (Korhonen et al., 2020). Scholars have proposed
that digital technologies can provide a promising support for the user but involving
the healthcare professional in reviewing the data from the digital technologies
periodically together with the user can enable a more personalized support (Tong et
al., 2021). Connected to this support, interestingly, in our study, the participants
stated that they were not that interested in personalized recommendations or
personalized goal setting related to improvement. Rather they described that their
interests were more in maintaining the current levels of physical activity. In other
words, the participants were more eager to have personalized services that can help
them in evaluating and maintaining their current condition than personalized
services that target for improvement. However, here we should acknowledge that all
the participants in our study stated to be exercising regulatly, and it might be a
different case among less active people. It could also be that the mentioned
preference of maintaining the current condition over improving it, is perhaps natural
among the young elderly target group, considering their age. Be as it may, from
personalization perspective, we suggest that it would be important that the physical
activity applications would correctly estimate the user’s level of physical activity and
condition to provide suitable instructions for the user. Considering that the majority
of older people are insufficiently physically active, instructions that would just aim
to maintain the current level might not be optimal for the user in terms of health
and wellness. Nevertheless, by combining both health and wellness aspects, the
physical activity application could provide a more realistic picture of the uset’s

current condition, both to themselves and to the healthcare professionals.
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To summarize, the findings of this study concerning 1) More holistic data collection
that combines physical activity data and health-related data, 2) Sharing the physical
activity data with healthcare professionals, and 3) Tracking small acts of everyday
life, complement the prior personalization literature that have investigated the
support digital technology can provide for personalization (e.g., Lee et al., 2015;
Korhonen & Isomursu., 2017; Cena et al., 2018; Korhonen et al., 2020) by providing
a viewpoint of young elderly and their wishes and needs for personalization. We
hope our findings can inspire further personalization research, and, from a practical

point of view, can be used in the design of personalized services for young elderly.

Like most research, also this study has some limitations to be acknowledged. First,
as the study was conducted in Finland, the findings might not account for cultural
differences in other countries, which can be considered as a limitation to the
generalizability of the results. Second, the study was conducted during the time of
Covid19 pandemic, and the worsening of the Covid19 situation led into a situation
where it was not safe and possible to collect more empirical data from other groups
of young elderly. Hence, we could only conduct one focus group. However, even
though the results of this study are limited to a single focus group, we believe that
as the young elderly in the focus group were highly familiar with the physical activity
application and the research program, they were capable to represent a viewpoint

that represents that of the young elderly in general.
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1 Introduction

Successful diffusion of Digital Health Innovations (DHI) into practice remains a
tough challenge. Unfortunately, DHI projects still have a high failure rate, especially
when a DHI project's ambition reaches a high-level (Cresswell and Sheikh, 2013;
Mair et al., 2012; Standing et al., 2018). Research on Health Information Systems
(HIS) already investigated the realm of reasons for failure and generally
conceptualized what DH adoption requires. But practice-oriented research lacks in
supporting DH innovators in ensuring the later integration of a DHI artifact into
health systems and their HIS landscapes. The challenge becomes even more difficult
when DHI's complexity and/or novelty increases due to inter-organizational care
scenarios, application of new technologies, or new paradigms of healthcare delivery

(e.g., value-based healthcare).

For this background, we defined our overall research goal as the derivation of a
management framework for DHI processes to promote interoperability. We were
thereby guided by three principles: 1. Interoperability is a key property of DHI and
crucial for diffusion success; 2. Interoperability is a socio-technical property and
requires a holistic conceptualization; 3. Ensuring interoperability is a high-priority

goal of DHI processes and requires active management.

We selected the Refined eHealth European Interoperability Framework (ReEIF)
(eHealth Network, 2015) as a starting point for our investigation. It suits the stated
principles and provides a European consented structurization of interoperability in
DH. But its applicability to the context of DHI dissemination is somewhat vague,
as it originally focuses on interoperability between organizations. Therefore, we
question: How shall the ReEIF be adapted to suit the perspective of DH innovators
and support them in DHI processes?

2 Foundations
2.1 Conceptualization of socio-technical interoperability
Interoperability is basically defined as the ability of two or more applications or

information systems to effectively and efficiently perform tasks together (HIMSS,
2020; HL7 International, 2021; Zeinali et al., 2016). Technical properties, e.g.,
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semantics and syntax, are at the focal point of discussion to ensure communication
scenarios between technical systems. National and international committees (e.g.,
HL7 and IHE) strive to increase standardization and reduce inconsistencies in

information flows.

Following the socio-technical understanding of HIS research, interoperability is
understood in a broader sense as a construct of technical and organizational
dimensions (da Silva Serapido Leal et al., 2019; Kuziemsky and Weber-Jahnke, 2009).
Considering the multitude of non-technical aspects that determine a DHI’s adoption
(Hobeck et al., 2021; Kowatsch et al., 2019), the socio-technical interpretation gains
relevance. This is underpinned by a recent article postulating the value of
interoperability and ensuring mechanisms in the era of digital innovations (Hodapp
and Hanelt, 2022). Thus, we initially conceptualized interoperability as the ability of
a DHI and the status quo of a target environment to perform commonly. Thereby,
the target environment in which a DHI will be integrated defines four general

perspectives:

e  Technical Systems collaborating directly or indirectly with a DHI

e People using a DHI or being affected by it (professionals and patients)

e Organizations that manage a DHI’s operation as part of a HIS landscape
e Regulations that define duties and limits of a DHI usage

2.2 Refined eHealth European Interoperability Framework (ReEIF)

In 2015, the European Commission's Working Group “eHealth Network”
published the ReEIF (eHealth Network, 2015). This framework is intended to
support activities in the context of interoperability and standardization challenges.
It provides a consented language and supports communication and decision-making
processes. It distinguishes technical (Information, Application, IT-Infrastructure)
and non-technical levels of interoperability (Legal and Regulatory, Policy, Care
Process). Despite some vagueness for the context of integrating a DHI as an artifact
into healthcare practice, we chose the ReEIF as initial delineation aid as its intention
suits the background of DHI towards inter-organizational healthcare delivery or

inter-sectoral collaborations.
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From a top-down perspective, the ReEIF is already part of international
recommendations. The WHO endorses its member states its adoption within their
eHealth strategies to support all involved stakeholders from innovation to
implementation (Peterson et al., 2016). The eStandard initiative built on the ReEIF
and provided the “Interoperability guideline for eHealth deployment projects” as
well as a “Roadmap for a sustainable and collaborative standard development”
(eStandards, 2017a, 2017b). The research community also applied the ReEIF in
selected contributions, e.g., to derive a framework for the digital transformation of
the Greece health system (Kouroubali and Katehakis, 2019) or to propose a
reference architecture for future digital ecosystems for primary care (d’Hollosy et al.,
2018). In a prior literature study (Scheplitz, 2022), we assigned diffusion-critical
aspects to the ReEIF levels and derived detailed descriptions of each level from an

innovator’s perspective.
2.3 Prior research on diffusion and adoption of DHI

Previous findings from HIS Research and related disciplines demonstrate the extent
and complexity of what it takes to ensure the success of DHI. Multiple articles
provide comprehensive lists of barriers and facilitators of planning and integrating
DHI (Kowatsch et al,, 2019; Schreiweis et al., 2019). With a practice-oriented
motivation, Hobeck et al. provide a questionnaire based on selected diffusion critical
barriers allowing innovators to self-assess a DHI process and align their findings
with the ReEIF (Hobeck et al., 2021).

Other scientists faced insufficient DHI diffusion success issues from a top-down
perspective. Our work is mainly influenced by two of them. First, in their Clinical
Adoption Framework (CAF), Lau et al. provide a holistic, socio-technical evaluation
framework for eHealth evaluation (Lau and Price, 2017). Van Mens et al. applied
CAF for patient access to EHRs and enhanced it by 43 CAF categories, making it
more tangible for other DH evaluation objects (van Mens et al., 2020). But in the
end, CAF is primarily suiting rather DHI evaluation than DHI process management.
Second, the Nonadoption, Abandonment, Scale-up, Spread, and Sustainability
(NASSS) framework defines pertinent, conceptual domains and highlights their
interplay within a wider (institutional and societal) context determining sustainable
DH adaptation over time (Greenhalgh et al., 2017). This framework is focused on
DHI's path from the integration phase to its post-market usage and evolution.
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All in all, several contributions discuss the adoption of the ReEIF for practice or
consolidate relevant aspects of DH diffusion. They differ in detail but confirm each
other in their socio-technical realm. Even though these articles promote awareness
for better requirements engineering, the guidance for innovators on DHI process

management is limited.
3 Method

A qualitative research approach was chosen to meet the research goal via an
interview-based expert study. Experts from research and practice were acquired to
discuss in 1-on-1 online interviews aspects of socio-technical interoperability, its

criticality, and how innovators can ensure it.
3.1 Study Design

Interview studies have been a valuable qualitative research approach for Information
Systems Research for decades (Myers and Newman, 2007; Schultze and Avital,
2011). For this purpose, a semi-formal interview guide was derived. It consists of

open and closed questions and is structured in 4 thematic blocks.!.

e Basic understanding interoperability; Ad hoc evaluation of ReEIF
e Previous DHI experiences; Transition to the study’s generic objective in the
third block; Description of one recent DHI project

e Change to a prospective, generic perspective; Topics and activities
particularly critical to a DHI’s diffusion success regarding ReEIF;
Innovator’s influence on ensuring interoperability DHI processes

e Characterization of participants (background, experience, expertise)

3.2 Data Sample

The participants were mainly recruited via email using German digital health expert
networks from research and practice. Further experts were motivated to participate
via the snowball principle. In total, 29 experts participated in the 1-on-1 interviews

between September and November 2021. In terms of experience, professional

! The complete interview guideline can be found in Appendix - https://tud.link/7ua4
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background, and core expertise, the participant set is heterogeneous and covers the

range of perspectives sought (see Appendix).
3.3 Details of Analysis

All recordings were independently analyzed by two researchers and one research
assistant. Responses to closed-ended questions were documented directly for
quantifying analyses. Responses to open-ended questions were converted to
summarizing paraphrases. After a complete run through the material, all results were
consolidated, statements with the same intent were subsumed, and conflicting
interpretations were discussed in group sessions by the analysts. Conflicts were
resolved into adequate paraphrases under re-screening of recording sequences. The
final set of paraphrases was interpreted according to the research question. All
analysis activities were oriented towards the recommendations of summarizing,

qualitative content analysis (Mayring, 2014).
4 Findings

Our ambitious research goal lead us to a sophisticating extent of paraphrased

statements. A selection of those statements is consolidated in the following.?
4.1 Critique on ReEIF from an innovatot's perspective

Participants were invited to assess the ReEIF from an innovator's perspective
regarding critical aspects for the integration of a DHI into practice. The general
feedback was positive. However, with a view to comprehensiveness, some

participants perceived the following uncovered topics:

Distinguishment of user-centered and process-centered issues. The view of
users and how they use a DHI is a prominent factor but underrepresented if

positioned within Care Process level.

Highlighting the interplay of technical interoperability levels. Some
participants asked how the required data for the functionality of a DHI is covered

tud.link

2 All paraphrases are document incl. interview IDs within Appendix - https:


https://tud.link/7ua4

T. Scheplity & M. Neubauer:

Holistic Interoperability from a Digital Health Innovator's Perspective: An Interview Study 103

within ReEIF. Here, they assume that the technical levels of ReEIF (Information,
Application, IT-Infrastructure) address this in symbiosis but also doubt if innovators

would recognize this interplay easily.

Highlighting the business perspective. The definition of appropriate business
models as a solid base for activities on the policy level should be presented more
popular, since those efforts should not be underestimated, especially for DHI with

revolutionary value propositions.

Considering cultural influences. On a macro-level (e.g., the inertia of medico-
legal conditions) and on a micro-level (e.g., managing interdisciplinary

collaboration), cultural factors influence ensuring interoperability.

Enhance ReEIF in a way that offers implications on DHI process
management since it currently does not provide a processual perspective, especially

when perceiving a DHI as a dynamic process.

The participants were asked which ReEIF level requires the most attention. Here,
answers often tried to balance efforts and relevance. As most experts stated, all levels
are equally relevant in general because unawareness of each level could lead to a
failure of a whole DHI project. However, 20 experts mentioned that the care process
level requires the most attention and reasoned it by i) the high need for

communication and analysis resources and ii) a dominating impact of this level.
4.2 Crucial aspects of interoperability

In further questions, we stepped into detailed discussions about the crucial aspects
of interoperability. We strove to identify aspects and their alignment to ReEIF levels.
However, some participants stated generic aspects. The majority (n=22) highlighted
the need for interdisciplinarity to integrate all relevant stakeholders and
competencies required by each level. Even though reaching interdisciplinarity
requires efforts in organization and communication, the benefits of internal and
external commitment to a DHI process and acceptance of a DHI artifact are worth
it. More than half of the participants (n=16) mentioned user-centeredness as a
maxim and expressed its positive influence on usability and utility (Care Process)

and positive follow-on effects on all interoperability levels by the high commitment
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of users and stakeholders. Some participants switched to a processual perspective
and suggested an early, systematic, and exhaustive requirements analysis that allows
a precise definition of a DHI's vision. Other interviewees argued that this definition
step should balance the overall ambitions and conclude with a minimal valuable
product that promotes communication and development. A few participants
suggested eatly piloting and field trials as close to healthcare practice as possible
fostering advantages on technical and Care Process levels and mentioned further

benefits in identifying legal and policy hurdles that might otherwise remain hidden.

At the Legal and Regulatory level, the awareness of medico-legal conditions and the
tulfillment of regulatory duties have been highlighted, especially regarding ethical
approval, intellectual property, technical and medical liability, certification processes,
and the medical evaluation for proof of evidence. For the latter one, the systemic
issue of a locked-in cycle was mentioned where a missing evaluation hinders a
regulatory approval so that field trials can not be conducted and no real-world data
is gathered, which reasons the absent evaluation. At the Policy level, the participants
named internal, bi-, or multilateral agreements and contracts as central objects. Some
participants highlighted here an economic view and stated appropriate business
models with sustainable remuneration models as crucial. At the Care Process level,
an in-depth understanding of existing care and accompanying processes of
coordination and administration plus intended and unintended effects of a DHI's
integration was frequently named and shall be ensured by multiple observations of

daily practice with and without a DHI.

Some Participants described aspects of technical interoperability levels (Information,
Application, IT-Infrastructure) commonly due to their symbiotic interrelation.
These aspects follow the principle of reusing existing solutions, standards, or generic
specifications. These participants suggested evaluating the state of practice within
the target environment, comparing it with the general state of standardization for
the specific use case, and claiming consulting services from appropriate associations
(e.g., HL7, IHE). Here, a conflictual gap might occur between standardization
knowledge vs. the state of its implementation. Some interviewees named this a
reason for present and future proprietary interfaces, when the status quo refers to
deprecated systems and innovators are forced to provide compatibility. Thus,
breaking through this cycle requires legal acts for the mandatory use of modern

standards. Furthermore, interoperability on these three levels could be promoted by
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innovators by a sound definition of a minimal valuable product, including
specifications of required data exchange scenarios. These definitions support
negotiation and communication activities as well as early prototyping and testing. It
suits interoperability, especially on the Information level that comprises the
definition of domain knowledge, its coding, and the use of standards or initiating

standardization.

4.3 Ensuring interoperability within DHI processes

Besides the question of "what" are relevant aspects of interoperability, we also asked
for the "how" they should be addressed. We distinguished these questions within
our interview guidelines. However, as presented in the previous section, the
participants frequently reflected on both commonly. We now consolidate
fundamental findings of an innovator's influence on ensuring interoperability and

how related tasks fit into typical process models.
4.3.1 Proactive vs. reactive influence

All interviewees agreed that ensuring interoperability is a task that innovators are
responsible for, even though systemic issues, e.g., legal acts for mandatory use of IT
standards, are related to public institutions or official committees. Innovators always
have an influence but the way how they force it differs. There are generally two
strategies: 1. via a proactive influence on the target environment to change the status
quo or II. via a reactive influence by compatibility to the target environment. These
strategies should rather be seen as ends of a continuum than a binary differentiation.
The participants reflected that there might be tendencies of advantageousness but

innovators mostly have to balance these strategies.

We discussed such tendencies in more detail. Our first approach investigated if
tendencies are related to different ReEIF levels. Here, the participants mentioned
that striving for compatibility (strategy 11.) leads DHI activities related to Legal and
Regulatory and IT-Infrastructure. On these levels, the innovatot's potential to
achieve changes within a short period in mostly inflexible structures is marginal. The
other levels offer more room for proactive initiatives. For Care Process and
Information, the participants argued for balancing the strategies. On the one hand,
they articulated the inherent change due to a DHI's integration. On the other hand,
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the ability and motivation to change established processes in practice are limited.
Especially physicians, caregivers, and I'T departments might be overcharged with
additional changes and are looking for stability. Regarding the Application level, the
participants tend to see the potential of motivating changes proactively and
benefiting from newly created interfaces. However, these tendencies may vary due
to the specific characteristics of a DHI or its context. The participants reflected
thereby a DHI's degtee of novelty (innovation as evolution ot revolution), the
general state of standardization for the particular use case, and the extent of involved
stakeholders within the DHI project.

4.3.2  Agility vs. stringency

While discussing the innovator's opportunities in ensuring interoperability, the
participants reflected on both agile process models (e.g., SCRUM) and more
stringent approaches (e.g., V-Model or waterfall model). Agility and iterative
development-test cycles fostering user-centeredness and awareness of interwoven

care processes and accompanying processes were seen as a maxim.

Opverall, the interviewees favored agile approaches explicitly on Care Process,
Information, and Application level. Rather stringency than agility is needed on the
Legal & Regulatory, Policy, IT-Infrastructure level. Even though these levels would
probably benefit from more agility, innovators mostly have to follow mandatory,
formally defined processes, are thereby confronted with sequentially required duties,
and face time-intensive negotiations. Consequently, DHI processes forcing socio-
technical interoperability need to harmonize agile development approaches with top-
down required, sequential processes Some interviewees recommended a top-level
sequential DHI process, starting with an exhaustive analysis phase to clearly define
a DHDI’s vision and a minimal valuable product. Agile development and testing cycles
shall build on this sound basis and will end up again in stringent phases of final
evaluation and certification stages. This slightly trivial combination of stringency and
agility varies due to DHI project conditions (e.g., private-funded vs. public-funded,
internal vs. inter-organizational consortium) and the characteristics of the DHI

artifact (e.g., degree of novelty or closeness of DHI’s effects on the patient).
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5 Discussion
5.1 Digital Health Innovation Interoperability Framework

We reflected our findings against domain-specific diffusion theory (Greenhalgh et
al., 2017; Lau and Price, 2017; van Mens et al., 2020) for an adaption of the ReEIF
and propose a Digital Health Innovation Interoperability Framework (DHIIF). The
DHIIF primarily supports managing interoperability from an innovatot's
perspective with the overall aim to achieve interoperability holistically and improve
the diffusion probability of a single DHI. The DHIIF's center presents seven
interoperability levels as enrichment of the six ReEIF levels that describe the
relevant topics within DHI processes (Figure 3). Looking through a technical lens,
we underline the symbiotic interrelation of Information, Application, and IT-
Infrastructure level to fulfill requirements of data exchange that become even more
relevant in the light of rising data-centered DHI and Al applications. We further
introduce the distinguishment of interoperability from a user-centered and a
process-centered perspective. Even though they are interrelated and commonly
determine a DHI's utility and usability, innovators should concentrate on both levels
separately. Our findings confirm and specify prior results from a literature study
(Scheplitz, 2022) that started the adoption of ReEIF for innovators. We further align
with adoption theory highlighted in NASSS (Greenhalgh et al, 2017), which
describes the influence of the wider system of a DHI project (e.g., its organizational
background, conditions of the specific target environment, cultural influences) and
longitudinal dynamics on the "how" innovators shall promote interoperability on

each level.

Interoperability is a property that targets two or more systems as a unit, not as single
parts. Therefore, it depends on the constitution of both the DHI (as an artifact) and
the target environment. Strategies to ensure interoperability may differ due to
specific conditions but also to characteristics of each interoperability level. We
confirmed prior indications (Scheplitz, 2022) about three general principles of
dominance in interoperability and related strategies (Figure 4). We derived
indications of which strategies should be pursued on each interoperability level of
DHIIF. However, we argue that these principles and strategies should not be
understood as discrete categories. Instead, they unfold a continuum that allows

innovators to define their strategies and activities for a specific DHI process.
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5.2 Limitations

The results of this study should be evaluated considering a few limitations. A first
limitation was indicated by some participants. They described difficulties in making
general assessments and motivated differentiation due to the specific DHI context.
In this regard, interviewees described three interdependent sensitivity dimensions:
1. the DHI as an artifact including its value proposition, technological approach, and
its degree of novelty on each ReEIF level; 2. the wider DHI project context
comprising the specific target environment (status quo of technological,

organizational, and legal conditions) as well as organizational project background
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(e.g., the innovator's status, the structure of consortia or funding conditions); 3. the
DHI as a process with a longitudinal view on how a DHI project is conducted to
develop and integrate the intended DHI artifact and how resilient this process is on

dynamics in the first two dimensions.

Some methodological limitations also influence the validity of our work. As typical
for qualitative research approaches, our results are limited in objectivity. We tackled
this issue by including a multitude of professional backgrounds and expertise.
However, with 29 participants we only conducted a mid-scale study. Furthermore,
our results are subject to a national bias, as we almost exclusively interviewed
German experts. The amount of internationally operating experts, as well as the rigid
otientation of this study along with a European consented framework, strengthen

the generalizability of this contribution.

6 Conclusion

With this expert study, we stepped towards more guidance on DHI process
management strictly focused on socio-technical interoperability. We gathered
knowledge from domain-specific diffusion theory, a prominent interoperability
framework, and experienced practitioners to propose a Digital Health Innovation
Interoperability Framework that provides structurization and processual

implications for ensuring interoperability and increasing diffusion probability.
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1 Introduction

In today’s omnichannel shopping environment, where the seamless usage of all the
networked channels is possible (Rigby, 2011; Verhoef et al., 2015; Srinivasan et al.,
2016), using mobile devices for shopping has become popular among many
consumer groups. With the emergence of these mobile channels, cross-channel
behavior has been increasing (Xu et al. 2014; Srinivasan et al. 2016). This means, for
example, the use of one channel for information search and another channel for
purchasing the product. Showrooming, i.e. the visiting of offline stores before
purchasing online, and/or using the mobile channel while visiting offline stores, is
one form of cross-channel behavior. It can thus be considered as a part of
omnichannel consumer behavior, where consumers integrate the use of various
channels of consumption (Rigby 2011; Verhoef et al., 2015). Although different
forms of cross-channel behavior have been studied during the past decades,
including, for example, webrooming (Kleinlercher et al., 2020), showrooming has
not gained much attention from eatlier studies. For example, Burns et al. (2019) call
for future research on how demographic factors affect the probability to engage in

showrooming behavior.

Thus, in this study, we aim to contribute to this call for further research with an aim
to describe and compare different demographic consumer groups’ probabilities in
engaging in showrooming behavior. We also inspect the prevalence of different
forms of showrooming behavior, thus providing a more nuanced insight on different
consumer groups’ different behaviors. In the pursuit for this aim, we use quantitative
survey data from Finnish consumers collected in 2021. The consumers are reviewed
based on their age, gender and income. Our contribution to the omnichannel
literature increases the understanding of the associations of demographic factors
with showrooming behavior and its different forms. Additionally, the results will
help business management to notice the preferences and tendencies of different

consumer groups in showrooming behavior.

In the second section, we first introduce the key concepts and theories related to
this study. In the third section of our paper, we introduce our research data and
methods. Next, in the fourth section, we test our hypothesis and analyze the results
of this. Finally, we conclude with the fifth section by providing conclusions and

further research suggestions having emerged from our study.
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2 Showrooming in an Omnichannel Context
2.1 The Concept of Showrooming

Showrooming means “a practice whereby consumers visit a brick-and-mortar retail
store to (1) evaluate products/setvices first-hand and (2) use mobile technology
while in-store to compare products for potential purchase via any number of
channels” (Rapp et al., 2015). In other words, in showrooming, a consumer gathers
information offline but purchases the product online, with a physical store serving
as a showroom for online products (Mehra et al., 2013; Brynjolfsson et al., 2013).
According to statistics, 57 % of respondents living in the USA and the UK have
engaged in showrooming (JRNI, 2019), and 21% of Finnish people, 50% of Swedish
people and 43 % of Norwegian people showroomed during the year 2018 (Statista,
2019).

The prior research on showrooming has concentrated mainly on asking why
consumers are showrooming; what are the drivers for engaging in it (Rapp et al,,
2015; Daunt & Harris, 2017; Gensler et al., 2017). Commonly researched customer-
led drivers for showrooming include, for example, perceived risk, uncertainty, and
consumer involvement (Sahu et al., 2021; Balakrishnan et al., 2014). The results,
thereby, suggest that the drivers behind showrooming are more complex than just
the desire for lower prices in online stores (Gensler et al., 2017). In addition to these
drivers, the literature on showrooming has also emphasized the challenges that
offline retailers face due to this phenomenon (Fassnacht et al., 2019). According to
Rapp et al. (2015), showrooming leads to offline retailers facing “severe consequences”,
since the shoppers who are going cross-channel are often noted being irrespective
of the change of retailer (Grewal et al., 2016). In addition to the potential sales losses,
showrooming has also been shown to negatively influence salesperson self-efficacy
and performance (Rapp et al., 2015). Therefore, it becomes important to know who
the most probable showroomers are demographically.
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2.2 Demographic Factors Affecting Showrooming Behavior: Age,
Gender, and Income

Age. The prior research on age and showrooming has considered age mainly as a
control variable. Dahana et al. (2018) found that showrooming frequency was
affected negatively by age. Consequently, they found that younger people engaged
in showrooming more often than older people. However, their hypothesis of age
affecting showrooming probability was not supported. Also, when studying cross-
channel free-riding in general, Heitz-Spahn (2013) found that age did not affect the
likelihood in these phenomena. However, consistent with Dahana et al’s (2018)
showrooming frequency results, Donnelly and Scaff (2013) found that young adults
engage in showrooming more than any other age group. Young showroomers are
also suggested to be more driven by mobile and to purchase more via mobile than
older showroomers (Schneider & Zielke, 2020). The association of age and the
utilization of mobile technologies can also be affected by potential generational
differences, which divide consumers into those who have grown up with such
technologies and those who have not (Prensky, 2001a; Prensky, 2001b; Fischer et
al., 2017). Gilleard et al. (2015) and Madden (2010) have used 50 years’ age as a
threshold in comparing the use of mobile technologies of younger and older people.

Based on the above, we hypothesize:
H1: The older the consumer, the less there is showrooming behavior.

Gender. The effect of gender on showrooming has not been studied extensively.
Dahana et al. (2018) did not find gender having a statistically significant effect on
showrooming. With the wider omnichannel perspective, no statistically significant
relationship between gender and cross-channel free-riding (Heitz-Spahn, 2013) nor
gender and multi-channel shopping (Jo et al., 2020) has been found. In spite of
behavior, when surveying the attitudes towards showrooming, Burns et al. (2019)
found that men regarded showrooming as more ecthical than did women.
Consistently, Schneider and Zielke (2020) found that women showroomers are more
loyal than men showroomers, and stick more with one retailer when switching from
an offline to an online channel. However, in omnichannel fashion shopping women
were found to belong more often to the category of omnichannel shopping
enthusiasts and men to the category of omnichannel reluctants (Mosquera et al.,
2019). Thus, we hypothesize that:
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H2: Women showroom more than men.

Incomse. Similarly with showrooming and age, investigating showrooming and
income has generated both statistically significant and not significant results. In the
US study by Gallup (2013), 40% of the respondents with lower incomes reported
having showroomed at least once, while the percentage climbed to 53% for those
with higher incomes. This would suggest that consumers with higher incomes
showroom more than those with lower incomes. Similarly, Schneider and Zielke
(2020) found that respondents with lower incomes engaged less in showrooming
behavior and, when doing so, they preferred online purchasing with stationary
devices over mobile purchasing. Lower income adults are also generally suggested
to be less likely to utilize internet technologies (Kutner et al., 2006; Schmeida &
McNeal, 2007). On the other hand, Jo et al. (2020) found no statistically significant
relationship with multichannel shopping and annual income. The contradictory
results on whether income has a positive or statistically not significant effect make

this hypothesis worth testing. Accordingly, we hypothesize that:
H3: The higher the income, the more consumers showroom.

3 Methodology

31 Sample and Data Collection

Using a structured online survey, we collected data from 1,028 Finnish omnichannel
consumers aged between 18 and 75 years. The respondents were selected from a
large panel with random sampling. The criteria for selecting the respondents were
that they had visited both the online and brick-and-mortar store of the same retailer.
The response rate of the invited panelists was 36%. Non-response bias was assessed
by comparing the sample to the gender and age distributions of the Finnish adult
population. The sample was found representative of the adult population in Finland
with respect to gender and age, and the distribution of the other socio-demographic
variables was in line with the demographics of the Finnish population. Thus, it can
be considered as representative (OSF, 2021a; OSF, 2021b).
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3.2 Measurements and Data Analysis

The respondents of the survey rated three statements measuring showrooming
behavior with a 7-point standard Likert scale (ranging from 1=strongly disagree to
7=strongly agree). Respondent were also allowed to not give a rating or leave the
questions about their background information unanswered. The statements were: “I
often use mobile devices to find more information about products in the store”, “I
use mobile devices to find better prices for products online”, and “I use mobile
devices to look for information about products while still in the store”. We adopted
this established scale from Li et al. (2018), which is consistent with the definition of
showrooming by Rapp et al. (2015). The scale was made to fit in the context of this
research. Age and annual personal taxable income were measured as ordinal
variables with six age and income groups, whereas gender was measures as a

binomial variable. These were all used as predictors for showrooming behavior.

Next, we first use Welch’s analysis of variance (ANOVA) and independent samples
t-tests to examine the differences in the mean ratings of the aforementioned three
statements between men and women and across the six age and income groups. If
statistically significant differences were found in Welch’s ANOVA, the pairwise
differences between the age or income groups were examined in more detail by using
the Games-Howell post-hoc tests. After that, we use partial least squares structural
equation modeling (PLS-SEM) conducted with the SmartPLS 3.2.7 software (Ringle
et al., 2015) to examine how these socio-demographic variables together explain

showroom behavior.
4 Results
4.1 Mean Comparisons

Generally, the respondents moderately agreed with the statements “I often use
mobile devices to find more information about products in the store” (mean 5.00),
and “I use mobile devices to find better prices for products online” (mean 4.93).
However, the respondents were rather indifferent with the statement “I use mobile
devices to look for information about products while still in the store” (mean 4.15).
We report the results of the mean comparisons by age groups, gender, and income

groups below.
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Age. In terms of age, the results of Welch’s ANOVA (Table 1) indicated that the
respondents had statistically significant differences across age groups in the use of
mobile devices to find more information about products in the store (F(5,
332.905)=19.600***), in the use of mobile devices to find better prices for products
online (F(5, 333.505)=20.678**F), and in the use mobile devices to look for
information about products while still in the store (F(5, 336.378)=39.549%%¥),
However, the post-hoc tests indicated that these differences mainly existed only
between the respondents aged under 50 years and 50 years or over, with the former
group agreeing more and the latter group agreeing less with the statements. Thus, in
our further analyses in Section 4.2, we focus only on the differences between these
two age groups. This is also consistent with prior literature, in which the age
threshold of 50 years has been used, for example, when studying the differences in

the use of mobile technologies between younger and older people (Gilleard et al.,
2015; Madden, 2010).

Table 1: Age and showrooming behavior

Age N Mean SD
I often use mobile devices to 18-29y. 191 5.70 1.49
find more information about 30-39y. 213 5.42 1.45
products in the store. F(5, 40-49 y. 194 5.28 1.58
332.905)=19.600%** 50-59 y. 196 4.36 2.04
60-69 y. 179 4.40 2.11
=70y. 53 4.15 2.09
I use mobile devices to find 18-29y. 191 5.66 1.40
better prices for products 30-39y. 212 5.34 1.49
online. 4049 y. 194 5.22 1.62
F(5, 333.505)=20.678*** 50-59y. 198 4.38 2.09
60-69 y. 179 4.25 2.16
=70y. 53 3.98 2.05
I use mobile devices to look 18-29y. 188 5.11 1.65
for  information  about 30-39y. 212 4.88 1.75
products while still in the 40-49y. 193 4.40 1.77
store. 50-59y. 197 3.46 1.97
F(5, 336.378)=39.549*** 60-69 y. 178 3.04 1.92
=70y. 53 3.13 1.97

Notes: ns=non-significant, *=p<0.05, **=p<0.01, ***=p<0.001
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Gender. In terms of gender, the results of Welch’s t-tests (Table 2) indicated that the
respondents had statistically significant differences between men and women in the
use of mobile devices to find more information about products in the store
(t(1,015.119)=4.428**) and in the use of mobile devices to find better prices for
products online (t(1,017.444)=3.142**) but not in the use mobile devices to look for
information about products while still in the store (¢(1,014.929)=1.461ns). In the
case of using mobile devices to find more information about products in the store
and using mobile devices to find better prices for products online, women agreed

more with the statements than men.

Table 2: Gender and showrooming behavior

Gender N Mean SD
1 often use mobile devices to find more Male 496 4.74 1.84
information about products in the store. Female 526 5.24 1.82
t(1,015.119)=4.428**
1 use mobile devices to find better prices for Male 496 4.74 1.86
Pproducts online. Female 527 5.11 1.86
t(1,017.444)=3.142**
I use mobile devices to look for information Male 497 4.05 1.94
abont products while still in the store. Female 520 4.24 2.04
t(1,014.929)=1.461rs

Notes: ns=non-significant, *=p<0.05, **=p<0.01, ***=p<0.001

Table 3: Income and showrooming behavior

Income N Mean SD
I often use mobile devices to find more <10 k€ 87 4.84 1.99
information about products in the store. 10 k€ — < 20 k€ 218 4.77 1.97
F(5, 358.955)=1.620n 20 k€ - <30 k€ 180 5.17 1.74

30 k€ — < 40 k€ 169 5.18 1.74
40k€ — < 50 k€ 130 5.18 1.79

2 50 k€ 107 5.14 1.69

I use mobile devices to find better prices for <10 k€ 87 4.62 2.00
products online. 10 k€ — < 20 k€ 218 4.76 1.95
F(5, 359.338)=1.448ns 20 k€ — <30 k€ 180 5.09 1.87
30 k€~ < 40 k€ 168 5.01 1.84

40 k€ — < 50 k€ 130 5.03 1.77
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=50 k€ 107 5.15 1.74
I use mobile devices to look for information <10k 84 4.14 2.08
about products while still in the store. 10 k€ — < 20 k€ 218 3.81 2.03
F(5, 352.867)=2.491* 20 k€ — < 30 k€ 180 4.16 1.90
30 k€— < 40 k€ 167 4.35 2.01
40 k€ — <50 k€ 129 4.35 2.05

=50 k€ 106 4.50 1.85

Notes: ns=non-significant, *=p<0.05, **=p<0.01, ***=p<0.001

Income. In terms of income, the results of Welch’s ANOVA (Table 3) indicated that
the respondents had statistically significant differences across income groups only in
the use mobile devices to look for information about products while still in the store
(F(5, 352.8067)=2.491%*) but not in the use of mobile devices to find more
information about products in the store (F(5, 358.955)=1.620") or in the use of
mobile devices to find better prices for products online (F(5, 359.338)=1.448m). In
the case of using mobile devices to look for information about products while still
in the store, the differences seemed to exist mainly between the respondents with an
income of under 30,000 € and 30,000 € or over, with the former group agreeing less
and the latter group agreeing more with the statement. Thus, in our further analyses
in Section 4.2, we focus only on the differences between these two income groups.
This is also consistent with the average Finnish annual personal taxable income,
which is about 30,000 € (OSF, 2018), as well as with the prior study by Jensen et al.

(2010), which investigated lower income adults’ utilization of internet technologies.
4.2 Results

Our study was exploratory in a broad sense, as it tested the effects of several new
relationships, and the variables were not normally distributed. In such cases, factor
indeterminacy makes covariance-based Structural Equation Modeling (SEM)
unsuitable for prediction purposes, and Partial Least Square Structural Equation
Modeling (PLS-SEM) is the recommended testing approach (Hair et al., 2017). Thus,
our hypotheses were tested using PLS-SEM. The analyses and reporting the results
were done according to the guidelines by Hair et al. (2017). For instance, in the
model estimation, we used mode A as the indicator weighting mode of the
constructs, path weighting as the weighting scheme, and +1 as the initial weights,
while the statistical significance of the model estimates was tested by using
bootstrapping with 500 subsamples and individual sign changes. As the threshold
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for statistical significance, we used p < 0.05. The missing values were replaced by

means.
4.2.1 Measurement Model

The data were analyzed using partial least squares confirmatory factor analysis. In
general, measures for showrooming behavior (mean=4.69, SD=1.90) showed high
internal reliability. The evaluation of the showrooming behavior showed acceptable
reliability and validity as the standardized factor loadings were all either equal to or
larger than 0.87. Composite reliability (Fornell & Larcker, 1981) was above 0.91, and
Cronbach’s alpha was 0.86, which were both larger than the recommended cut-off
value of 0.70 (Nunnally & Bernstein, 1994). Discriminant validity was achieved by
using the Fornell-Larcker (1981) criterion and testing the heterotrait-monotrait
(HTMT) ratio. HITMT ratios were below the cut-off value of 0.90 (Hair et al., 2022).
To summarize, the evaluation of the reflective construct met the commonly set
criteria. The conceptual model accounted for 15% of the variance in showrooming

behaviot.
4.2.2 Structural Model

As hypothesized (H1), a negative effect of age on showrooming behavior (8 = -0.36;
p < 0.001) was supported by the data (Table 4). In contrast to the hypothesized
positive association between male gender and showrooming, the data supported a
positive effect of female gender on showrooming behavior (8 = 0.07; p < 0.05), thus
rejecting H2. With respect to H3, the data supported a positive effect of income on
showrooming behavior (8 =.08; p < 0.01).

Table 4: Path Coefficients on Customer Showrooming

DV v Hyp. S p- R2
value
Customer Age (18-49y.=0; 2 50y. = 1) H1 -0.36 0.15
showrooming
Gender (male = 0; female = 1) H2 0.07 *
Income (< 30 &€= 0; = 30 £€ = 1) H3 0.08 ok

Notes: ns=non-significant, *=p<0.05, **=p<0.01, ***=p<0.001
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5 Discussion and Managerial Implications

This study focused on socio-demographic variables and their associations with
different forms of showrooming behavior. In so doing, it offers new information on
typical showroomers that has been called for in prior research (Burns et al., 2019).
Based on survey data from 1,028 Finnish consumers, we studied the associations of
age, gender and income with showrooming behavior (Rapp et al., 2015) by using
Welch’s ANOVA and t-tests as well as PLS-SEM.

Based on our results, younger, female, and higher income consumers are more eager
to showroom. Of these three variables, age had the strongest association with
showrooming behavior. The result of younger consumers showrooming more is
consistent with the results of Dahana et al. (2018) as well as Donnelly and Scaff
(2013) and contradictory with the cross-channel free-riding study of Heitz-Spahn
(2013). Our results particularly support Schneider and Zielke’s (2020) finding that
younger people are the most mobile-driven consumers, because our results suggest
that the use of mobile channels for showrooming while still being in the store is
especially dependent on age. Older respondents were the only respondent group in
the whole research that, on average, reported not to showroom while still being in-
store. We think that younger consumers tend to showroom and utilize mobile
channel everywhere because they are more familiar with using these channels in
consumption and everyday life, as Jo et al. (2020) formulate. People aged 50 years or
over, i.e. those who were born before 1970, in turn, have already been middle-aged
and formed their habits as a consumer before the widespread presence of

smartphones enabling the use of mobile channels in shopping.

When perceiving the association of gender, we found gender to affect showrooming
behavior, despite gendet’s association with showrooming or multichannel shopping
being statistically not significant in prior research (Dahana et al., 2018; Heitz-Spahn,
2013; Jo et al., 2020). Our results suggest that women showroom more than men.
Although the result is consistent with women being omnichannel fashion shopping
enthusiasts more often than men (Mosquera et al., 2019), the finding of women
showrooming more is interesting. This is considering the prior findings where,
compared to men, women perceived showrooming less ethical (Burns et al., 2019)
and were more loyal showroomers (Schneider & Zielke, 2020). Although women

showroomed otherwise more in our study, we found that while still in-store, women
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did not showroom more than men. This is consistent with prior literature, for
instance with Schneider and Zielke’s (2020) finding that women are
underrepresented in mobile-driven showrooming. Women’s showrooming behavior
could be explained, for example, by their risk minimizing propensity in online
shopping (Liebermann & Stashevsky, 2002). Because of the contradictory results on
gender’s association and its significancy on showrooming behavior in the
omnichannel literature, different showrooming attitudes and styles of genders

should be studied more in the future.

When it comes to income, our results of people with higher incomes showrooming
more are consistent with prior research reporting similar results (Schneider & Zielke,
2020; Gallup, 2013). Our result of higher incomes’ association with showrooming
more while still in-store is especially consistent with Schneider and Zielke’s (2020)
finding on people earning more also using mobile channels more in showrooming.
However, income’s positive association with showrooming is contradictory with Jo
et al. (2020), who found no relationship between multichannel shopping and annual
income. The found positive association of income could be explained by people with
higher income doing more high-involvement purchases. All in all, the combined
effects of the demographic variables suggest that age is the most important
antecedent of showrooming behavior, then annual income, and lastly gender. Thus,

the most probable showroomers seem to be younger customers with higher income.

Our results provide useful information for retailers on recognizing the most
probable showroomer groups. In brick-and-mortar retail stores, the salespersons
and their advice provide important help to customers to finalize the purchase in the
store, reducing their showrooming behavior (Rapp et al., 2015; Gensler et al., 2017,
Fassnacht et al., 2019; Linzmajer et al., 2020). According to our results, the most
probable customer groups to showroom are younger customers, higher income
customers, and female customers. Thus, targeting the measures, such as quickly
available sales advice, especially to these groups could help reducing offline stores’

customers’ showrooming behavior.
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5.1 Limitations and Future Research

This study has certain limitations that leave opportunities for further research.
Firstly, the respondents are from Finland, and thus the results cannot be generalized
to other countries’ contexts. Secondly, the established scale and statements of
showrooming behavior (Li et al., 2018) include only mobile channels and do not
include online channels. We point out that this can reduce the actual number of
showroomers, since our results suggest that showrooming while still being in-store
is less common than searching for information or lower prices afterwards, possibly
via stationary devices. Thirdly, future research could analyze multiple age and income
groups instead of two groups of this study. Finally, the nature of this study was
quantitative, and we cannot analyze the motives and attitudes behind the
respondents’ behavior. Qualitative research is needed to explain these results in
detail, especially the contradictive result of gender’s effect. Also other combined
effects, for example attitudes, skills and other online behavior and consumer

behavior, could be researched in the future.
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Appendix 1: Data description of the respondents.

Gender N %
Male 497 48.5
Female 527 51.5
Age N Yo
18-49 years 595 58.1
50-75 years 429 419
Annual personal taxable income | N %
)

Under 20,000 € 304 343
20,000-39,999 € 349 39.3
40,000 € or over 234 26.4
Missing 137 -
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1 Introduction

COVID-19 has had a severe impact on industries like tourism through the
imposition of travel restrictions. In contrast, others, such as home entertainment
and software, have benefitted immensely from people having to stay at home. One
industry that has experienced various reactions to the crisis is retail. Especially, brick-
and-mortar retailers have faced various governmental actions restricting their
business operations. For example, retail was closed completely, opened with limited
opening hours, or with limited customer capacity, excluding infected, untested, and

unvaccinated customers. On the contrary, online retailers were thriving,

While a crisis can have detrimental effects on businesses, it also creates opportunities
and potential for innovation (Chisholm-Burns, 2010). Innovation in a time of crisis
is necessary for a firm’s long-term survival and building resilience (Floetgen et al.,
2021; Wenzel et al, 2020). One way of improving resilience and gaining a
competitive advantage during a crisis is to adapt the business model (BM) (Ucaktiirk
etal., 2011).

The BM describes how a firm creates and captures value and impacts its
performance (Zott & Amit, 2007). BM research provides insights into how a firm
can cope with a crisis and sustain its performance. Extant BM research covers crises
such as the dot-com bubble and the 2008 global financial crisis and several natural
disasters. This research shows how differences in BMs within a focal industry affect
financial performance during and after a crisis (Hryckiewicz & Koztowski, 2017;
Ritter & Pedersen, 2020). Additionally, BM change provides a gateway towards
creating resilience and even securing a long-term competitive advantage (Ucaktiirk
et al., 2011; Wenzel et al., 2020).

However, BM research primarily analyzes individual case studies and lacks
generalizability (Lambert & Davidson, 2013). Moreover, since the emergence of the
BM concept, there have only been three major economic crises, which further limits
our knowledge of BM change and its impact in times of crisis. Thus, research lacks
an explanation and practical guidance about how BM change can improve a firm's
resilience to crisis. Hence, we propose the following research question: What are BM
changes in retail to cope with COVID-192
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We conduct a qualitative case survey analysis (Larsson, 1993), collecting a sample of
45 large, publicly listed European retailers. Based on publicly available data, we
analyze their BM changes implemented during the pandemic and identify twelve BM
changes, primarily based on digital technologies. We identify three types of retailers
through qualitative comparison of these changes, their pre-COVID-19 BMs, and
their financial performance during the pandemic. The three types allow us to derive
successful resilience strategies that support trends in retail and thus will probably
prove successful even after the pandemic. We contribute to research on BM
resilience, BM change, and digital retail. We identify resilient and non-resilient BM
patterns that cause firms to either cope well or not so well with the COVID-19 crisis.
We also identify BM changes that improve retail firms’ coping with the crisis. We
show how retailers gain resilience through BM changes and suggest digitalization
strategies for future success in digital transformation. For practice, we provide
tangible BM changes and practical examples of which BM changes were

implemented and proved to improve retailers' resilience and revenue performance

successfully.
2 Theoretical background
2.1 Business models during economic crises

Changing BMs in times of crisis is a new line of research based on the continuing
importance of BMs (Massa et al., 2017). The two global crises BM literature covers
are the 2008 financial crisis and the dot-com crash of the early 2000s. However,
during the COVID-19 pandemic, scholars have placed renewed attention on the role
of BMs during crises (Breier et al.,, 2021; Ritter & Pedersen, 2020; Seetharaman,
2020). Crises create tense situations endangering various parts of society. However,
they also present opportunities for innovation. For example, the car radio, the
supermarket, and even the Monopoly board game were all invented during the great
depression (Chisholm-Burns, 2010). More recent examples such as WhatsApp,
Airbnb, and Uber were founded during the 2008 financial crisis. The rise of Internet
firms and the parallel emergence of BM research (Amit & Zott, 2001) was followed
in the early 2000s by the dot-com crash. This resulted in a backlash to the BM
concept that saw its viability questioned and condemned firms for focusing solely
on their online business and losing sight of their business as a whole (Porter, 2001).

However, it also spawned increased research into the BM and its importance (Ritter
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& Pedersen, 2020). Roughly a decade later, government deregulation and consequent
excessive risk-taking by banks led to a financial crisis that soon took on global
economic proportions (Crotty, 2009). Relevant BM literature mainly focused on
financial institutions, but it also generated research on BMs in general in times of
crisis. The BM influences a firm’s performance before, during, and after a crisis
(Béttcher, Bootz, et al., 2021; Curi et al., 2015; Hryckiewicz & Koztowski, 2017;
Weking et al., 2019). Along with the focus on financial performance, BM resilience
emerged. Research now concentrated on differences in BM resilience (Mora &
Akhter, 2012) and the reasons for organizational resilience, such as management
awareness (Ritter & Pedersen, 2020) and inter-firm partnerships (Birchall &
Ketilson, 2009). On a BM level, customers favored low-cost offerings such as low-
cost airlines (Stimac et al., 2012) during a crisis. Ultimately, the financial crisis in 2008
had such a severe impact on the airline BM that it can still be felt today.
Consequently, BM innovation during a crisis is a source of resilience that can even
produce a competitive advantage after the crisis (Ucaktiitk et al., 2011). On the
downside, the failure of firms to adapt their BMs during a crisis is one cause of
bankruptcy (Beqiri, 2014). To innovate or adapt a BM, firms first need to understand
their current BM (Bottcher & Weking, 2020; Chesbrough, 2007). From there, they
can either innovate their BM to possibly even thrive during a crisis or decide to
retrench parts of it to limit the negative repercussions (Ritter & Pedersen, 2020). For
example, Uber’s drivers faced low incomes, as transportation in lockdowns is
seldomly required. Uber assisted them by adapting the BM from transporting people
to transporting medicines and enhancing its food delivery BM (Scheepers & Bogie,
2020). In the hospitality industry, firms primarily rely on financial aid from the
government. However, BM changes, such as delivery services or meal pick-ups, help
to limit financial losses (Breier et al., 2021).

2.2 Business models in retail

Since the turn of the millennium, the rise of the Internet has ushered in retail’s digital
age. While, at first, the rise of online business resulted in the dot-com bubble, the
digital age manifested itself in the declining importance of brick-and-mortar retail
due to the inexorable rise in the importance of e-commerce. Frequently, retailers no
longer serve as intermediaries but as multifaceted digital platforms (Sorescu et al.,
2011). Due to the rapid pace of digital innovation, retailers now have to constantly
adapt their BMs (Béttcher, Rickling, et al., 2021; Frew, 2017; Gavrila & de Lucas
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Ancillo, 2021). Multichannel retail, which consists of offline and online channels,
has also developed alongside pure e-commerce (Kumar et al., 2019). This concept is
currently being developed further into omnichannel retailing. Omnichannel retailing,
too, is based on multiple sales channels, for example, brick-and-mortar stores, online
stores, and digital applications (Brynjolfsson et al., 2013). However, in omnichannel
retail, the different channels are seamlessly integrated and enhance each other rather
than existing in parallel (Cao, 2014; Liao & Yang, 2020). The omnichannel BM aims
to create a superior digital customer experience (Verhoef et al., 2009). A successful
digital retail BM is enhanced by engaging with customers, for example, through
social networks or websites, to support their experience even when not shopping
(Grewal et al., 2017). In addition, digital BMs allow customer data to be collected,
leveraging this data for personalized content or offers tailored to the customer and
creating personalized experiences (Baecker et al., 2021; Béttcher, L, et al., 2021). In
summary, the retail industry is amidst a digital transformation. Moreover, being an
industry that is significantly exposed to the kind of closures and social constraints
caused by COVID-19, primarily offline retailers have faced constraints to their BM
that they have had to address to survive the economic crisis.

3 Method

We conduct a case survey to obtain generalizable, cross-sectional insights from
qualitative data (Larsson, 1993). We collected our case sample from Crunchbase.
Crunchbase is a comprehensive firm database that includes financial ratios and
descriptive attributes, as well as descriptions of organizations' value propositions.
We have filtered based on three criteria. First, firms need to be assigned to the retail
industry. Second, to ensure that the available data on financial performance was
reliable, we only included publicly listed firms. Third, firms had to be headquartered
in Burope to establish comparability across firms. The initial search resulted in 183
firms. According to our criteria, we excluded firms from this initial sample that were
not retailers (n = 65), that did not provide sufficient (n = 23) or comparable financial
information (n = 47), and that did not operate in Europe (n = 13). Eventually, our
final case sample consisted of 45 firms, whose 2019 and 2020 were then collected
from their annual reports.

To analyze the pre-COVID-19 BM, we coded their pre-COVID-19 BM using 19
retail-specific BM patterns by Remane et al. (2017). Following Béhm et al. (2017),
we coded each firm according to whether it applied a pattern or not in its BM. For
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this coding, we used information collected from their websites and annual,
semestrial, and quarterly reports published before March 2020. This resulted in
binary vectors for each firm, that defines their pre-COVID-19 BM. To identify BM
changes during COVID-19, we used the same sources, adding recent news articles
and firm statements. We followed an inductive coding procedure to identify patterns
of BM changes through open, axial, and selective coding (Strauss & Corbin, 1998).
After coding which retailers implemented BM change, we qualitatively analyzed the
pre-COVID 19 BMs, the BM changes, and revenue performance to identify patterns

of retailers' actions and petformance during the pandemic.
4 Results
4.1 Business model changes

In response to COVID-19, we found 265 individual BM changes, grouped into 12
BM changes presented in the following. On average, firms implemented 5 BM
changes during COVID-19. Most common were home delivery (n = 20), click and
collect (n = 19), omnichannel and social responsibility (both n = 18). Generally,
most firms were found to be accelerating the process of digitalization, and a trend
towards ommnichannel was apparent. Omnichannel refers to the concept of reaching a
customer on as many touchpoints as possible. It creates a seamless customer
experience, in which the lines between the different channels are blurred. Many of
the BM changes contribute to omnichannel retailing. However, due to COVID-19,
efforts have been accelerated. For example, ICA Gruppen accelerated their online
shop rollout and added such services as click and collect, and they also developed a
mobile app.

Online channels have been on the rise since the inception of the Internet and following
the creation of pure-play online retailers. The COVID-19 pandemic limited mobility
and customers spent more time at home and ordering online. This has forced
retailers to adapt or improve their online channels. For instance, Cafom, a home
furnishings retailer, created dedicated websites for each of its stores to assist
customers in obtaining information about store opening times, what products are
available, and what services are provided. Others, such as M.Video, a consumer
electronics retailer, added online shops to digital platforms, despite already having

their online channels.
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Click and collect refers to ordering products online and picking them up at the store
in person. Due to COVID-19, click and collect has increased drastically. We observe
deviations from the regular in-store collection by enabling pick-up independent of
opening hours. For example, Axfood and X5 Retail Group, both grocer retailers,
and M.Video offer order collection from locker storage. Similarly, Dunelm and

Teknosa offer a drive-through click and collect service.

Home delivery is another example of a service that has been offered before but gained
new attention during the pandemic. Retailers added delivery services to their BMs
and lowered the usage barriers, such as minimum order value. Furthermore,
subscription services, well known from digital services, were introduced to various
retail BMs. For example, Carrefour created a weekly food box delivery subscription
service. Others, such as Ahold Delhaize, ICA Gruppen, and Matas, a drugstore
chain, offer premium customer subscriptions with unlimited free delivery and special

promotional offers.

Express delivery fulfills customers’ need to receive products immediately rather than
wait a few days. In this sense, express delivery fulfills the same need as click and
collect, where customers order online and receive products as fast as possible. For
example, the X5 Retail Group created an express delivery platform to connect their
store network and manage their orders for express delivery options. The express
delivery options increase convenience and allow firms to differentiate from

competitors.

During COVID-19, retailers increasingly invested in app development to offer
additional convenience services and engage remotely with their customers. On the
one side, firms, such as ICA Gruppen, developed apps for new BMs, such as the
delivery of pre-cooked meals from professional cooks whose restaurants were
closed. On the other side, they incorporated functions to engage with their
customers digitally. For example, M.Video added a video call function to their app

to enable customers to call consultants in-store for assistance in online shopping,.

New payment services suppott new digital services by retailers. While contactless
payment was already well underway, COVID-19 increased the need for contactless

or other payment options, such as self-checkouts. Magnit and Ozon have even
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developed their payment services enabling cashback on purchases. This aims to

retain customers, collect customer data, and encourage repeat purchases.

By introducing virtual shopping experiences (VSEs), retailers have implemented new
digital formats to present their products to customers. Carrefour and Axfood piloted
voice-controlled shopping using intelligent home assistants, such as Google Nest.
Magnit offers customers digital tours of their stores, while Dunelm offers one-on-
one shopping with sales assistants present in a store using video calls. Hugo Boss, a
luxury clothing brand, used TikTok to create challenges and even revealed their

newest collection in a live stream on the video platform.

Social responsibility refers to a firm’s involvement in supporting local communities.
COVID-19 hit small firms particularly hard, as they often do not possess the
resources and capabilities to implement digital BMs. Larger retailers have, in many
cases, taken the responsibility to support small local firms. For example, Ahold
Delhaize and Axfood started buying from local producers who generally sold to
restaurants, whose demand plummeted due to restrictions. Online retailers, like
Cnova, offered product placements for free and Ozon offered their digital

knowledge to support small firms to create a digital presence.

Partnerships played a critical role due to the urgency of implementing these changes.
Partnerships with specialists, such as delivery services like Deliveroo or Uber Eats,
and even taxis or technology providers fastened the implementation, especially when
the retailers did not possess the required capabilities before. For example, Carrefour
partnered with a SaaS startup focusing on grocery retail to implement their express
delivery service. They also partnered with a live-streaming platform to implement
their VSEs. Partnerships also enabled the implementation of the aforementioned

express delivery.

Of course, not all retailers implemented the changes mentioned above. Most pure
online retailers were able to continue their business as usual. Also, following a cost
leadership strategy, low-cost retailers continued the BM successfully, as customers
favored cheap products. Finally, some retailers had retrenched parts of their
business. Retailers in retrenchment had to close stores, cut down on staff, and negotiate
rent with their landlords to manage expenditures. For example, Hugo Boss and

Geox had to postpone future investments in new stores and launch new collections.
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4.2 The good, the bad, and the dynamic

Changes in revenue range from an increase of +81.60% (e.g., Farfetch, a luxury
fashion retail platform) to a decrease of -63.37% (e.g., Dufry, a duty-free retailer
operating in airports, on cruise ships, etc.). The Shapiro-Wilk normality test reveals
a normal distribution of the revenue change data (p > 0.05). To analyze the
differences in revenue change among our case sample, we divide the sample into
three subsets, comprising retailers who can continue their business as usual (n = 11),
retailers who have to retrench their operations (n = 12), and all the others, i.e., those
who are trying to manage the pandemic by implementing various BM changes (n =
22). The »good« retailers continued their business-as-usual. Their average revenue
increase amounted to +36.92%. Thus, in relation to their peers, they profit from the
pandemic. As they do not change their BM, apart from adding some functionality to
previously existing online channels, the soutce of their good financial performance
is their pre-COVID-19 BM, usually pure online or low-cost BMs. The »badk retailers
had to retrench parts of their BMs. Their average revenue increase amounted to -
35.29%. While the retailers in this subsample tried to adapt their BM to cope with
the pandemic, primarily focusing on online channels to implement an omnichannel
BM, we observe no overall pattern in their responses. However, we do observe two
patterns in their pre-COVID-19 BMs. First, high-quality retailers focusing on
superior customer expetiences in their stores failed to transfer these experiences into
an online environment during lockdowns and store closings. Second, franchise
retailers who frequently build on customer loyalty lost major revenue. The »dynanic
retailers changed their BM to manage the crisis successfully. They show a higher
average revenue change (+ 7.66%) and slightly higher median (+ 5.84%) than the
overall sample. Regarding their pre-COVID-19 BM, these firms build on customer
loyalty and customer relationship management. In contrast to the »badk sample,
wdynamic retailers supported their customer engagement through BM changes by
leveraging new mobile apps, new payment services, and express delivery. They also
build new digital relationships with their customers. Due to their satisfactory
financial performance, they could also engage in social activities to engage in social

responsibility activities.
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5 Discussion

Due to COVID-19, research and practice increasingly discussed how firms could
become more resilient to major and minor environmental changes. The BM is shown
to be an influencing factor for firm performance (Bottcher, Al Attrach, et al., 2021;
Bottcher, Bootz, et al., 2021; Weking et al., 2019). BM changes are a relevant soutrce
of innovation and, if implemented by competitors, can create significant changes in
the competitive environment of a focal firm (B6ttcher, Phi, et al., 2021; Bottcher &
Weking, 2020). Thus, the BM can be a source of distuption and increase firms'
resilience. Retail has been affected particulatly strongly by social restrictions due to
COVID-19. Therefore, we analyze the BMs before, and BM changes implemented
during COVID-19 of 45 European retailers and compare the revenue performance

of these firms.

We identify twelve patterns of BM changes and three types of retailers, the »good«
the »bad« and the »dynamick with different performance outcomes demonstrating
different types of resilience. The »goodk retailers performed exceptionally well during
the pandemic, grounding their performance in their pre-COVID-19 BM. The e-
commerce and low-cost retailer patterns thrive in the current situation. While their
offline competitors were forced to close their stores, e-commerce retailers profited
from the fact that people stayed at home and ordered online, which reduced
competition from the offline world. On the other hand, the economic crisis led to
decreased consumer confidence. Economic uncertainty, reduced income, and the
increasing threat of job loss led to increased price sensitivity. Thus, retailers
employing the low-cost pattern benefited from the pandemic. Compared to the pre-
COVID-19 period, the »badk retailers lose revenue. On the one hand, these are
premium retailers offering superior customer experiences in their stores. However,
they could not transfer this experience to the online world when stores had to close.
Additionally, customers avoided making any expensive investments due to the
aforementioned economic uncertainty. On the other hand, we observe that franchise
retailers suffer in the crisis. Such franchise stores are often located in highly
frequented places, such as malls or city centers. During the COVID-19 lockdowns,
malls were closed, and people avoided potentially crowded places. Additionally, the
headquarters had no direct influence on franchise stores through the franchise
organization. Thus, it was up to the franchisees to respond to the crisis by changing

their BM (e.g., offering click and collect), making a unitary response difficult. In



T. Phillip Bottcher, |. Weking & H. Kremar:

The Good, the Bad, and the Dynamic: Changes to Retail Business Models During COVID-19 139

comparison, we observe resilient BMs on the one hand and non-resilient BMs on
the other hand. The COVID-19 pandemic, societal lockdowns, and significant
economic downturn reveal how resilient a BM is. Such BM resilience is crucial to
whether a firm can survive or even thrive in times of crisis. In addition to BM
resilience, our results also show another form of resilience. The »dynamic retailers
demonstrate the opportunities of BM change in response to the pandemic. Retailers
leveraged digital technology, such as mobile apps or new digital payment services.
They also built up resilience based on customer relationships. Using mobile apps,
VSEs, online channels, etc., these retailers began to engage more with their
customers. As the customers' needs shifted in the pandemic, dynamic retailers
changed their BM. For example, customers started buying building materials from
hardware stores. Using apps and video calls, hardware stores could assist and advise
their customers. The implemented changes support the overall trend in retail
towards omnichannel BMs (Keiningham et al., 2020; Sorescu et al., 2011). The BM
changes we observe during COVID-19 are necessary to their future survival (Bell et
al., 2014). Now, as customers have experienced how the integration of online and
offline can work, these BMs will become the norm rather than temporary (Breier et
al., 2021; Seetharaman, 2020).

5.1 Contributions to research and practice

This paper shows how a BM influences how firms cope with the COVID-19 crisis.
We also show how a change to the BM helps firms build resilience. Hence, this paper
contributes to research on BMs, especially BM change and BM resilience. First, we
show how retailers changed their BM during the COVID-19 pandemic and gained
resilience. As the pre-COVID-19 BMs could not be continued during the pandemic,
retailers needed to adapt. In this respect, we contribute to the scant research on BMs
during economic crises (Ritter & Pedersen, 2020). Second, we contribute to the
emerging stream of research on BM resilience (Niemimaa et al., 2019) and
performance implications of BMs (Spiegel et al., 2016). We show resilient BMs that
outperform others (the »goodk) and point out BMs that are particularly prone to
underperform (the »badk). The BM changes improve and especially digitalize the
customer expetience to create BM resilience and improve performance, highlighting
the importance of the digital transformation in retail. We show how retailers leverage
BM change and digital technology to enable them to evolve towards omnichannel

BMs by seamlessly integrating online and offline channels (Brynjolfsson et al., 2013;
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Hansen & Sia, 2015). Omnichannel BMs and digital customer experience are set to
be the new normal, and the COVID-19 pandemic is only accelerating this

development.
5.2 Limitations and future research

There are some limitations to this research. First, our analysis is limited to European
and publicly listed retailers. While our case sample provides a cross-section of
retailers covering different areas from groceries to luxury fashion, it is limited to
large firms. Small or medium-sized retailers with limited resources may adapt their
BMs differently. Second, we did not account for long-term developments that began
before the onset of COVID-19. Third, our research relies on publicly available
information reported by the firms and relevant news outlets. Therefore, we may not
have captured all the details of the BM changes. Future research can build on our
findings to analyze the long-term effects of BM changes implemented during the
pandemic. The BM changes leading to superior short-term performance identified
in this paper primarily improve the customer experience by creating digital
experiences for customers, supporting extant research. Future research can verify
whether the BM changes identified to improve the digital customer experience are
substantial and whether they also lead to improved business performance in the long
term. This could provide further insights into the claims that COVID-19 served as
a catalysator for digital transformation, forcing even reluctant firms and industries

to engage in digital transformation initiatives.
6 Conclusion

In this paper, we analyze the BMs of 45 European retailers and changes to BMs and
performance during the COVID-19 pandemic. We find two types of resilient BMs
and two types of non-resilient BMs. In addition, retailers that use digital technologies
to affect BM's chance of connecting with their customers in difficult times are

coping better than others.
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Abstract The complexity of maritime traffic operations indicates
an unprecedented necessity for joint introduction and
exploitation of artificial intelligence (Al) technologies, that take
advantage of the vast amount of vessels’ data, offered by
disparate surveillance systems to face challenges at sea. This
paper reviews the recent Big Data and Al technology
implementations for enhancing the maritime safety level in the
common information sharing environment (CISE) of the
maritime agencies, including vessel behavior and anomaly
monitoring, and ship collision risk assessment. Specifically, the
trajectory fusion implemented with InSyTo module for soft
information fusion and management toolbox, and the Early
Notification module for Vessel Collision are presented within
EFFECTOR Project. The focus is to elaborate technical
architecture features of these modules and combined Al
capabilities for achieving the desired interoperability and
complementarity between maritime systems, aiming to provide
better decision support and proper information to be distributed
among CISE maritime safety stakeholders.
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1 Introduction

Nowadays, maritime safety agencies are faced with many challenges varying from
the high intensity of maritime traffic, vessel collisions in coastal areas, environmental
risks from ships accidents, irregular maritime border-crossing and illicit activities at
sea. Maintaining the required strategic and tactical level of maritime safety in a
complex environment calls for support of sophisticated and smart ICT technologies,
ready to assist in performing the operations of vessel traffic services and national
rescue coordination centers (VIS/NRCC). The ever-increasing large amount of
vessel data, collected through heterogeneous sensors and information sources
demands appropriate structuring for exchanging them among collaborative agencies
for undertaking joint operations and safety/security missions at sea and border.
Therefore, in this paper we analyse the most important objectives that maritime
safety sector strives to:

1. achieving greater maritime situational awareness through institutional
networking among relevant agencies for Common Operational Picture at
sea,

2. full exploitation of the latest innovative achievements, automated 1CT
technologies and big data science, capitalizing on versatile applications of
Al for maritime purposes, such as anomalies detection and navigation
predictions.

The goal of the paper is to present a case study EFFECTOR about maritime safety
and two specific solutions conmbined Al features and how these need to be adapted
for maritime context. Methological approach of this research reviews CISE as
maritime safety EU initiative, the Big Data collected from various maritime sensors
and shared among CISE network, with combined Al capabilities for the purpose of
efficient response of maritime operative systems. Consequently, the paper unfolds
as follows: Chapter 2 elaborates CISE in more details, while Chapter 3 reviews Big
Data impacts on development of Al technologies in maritime environments. In
Chapter 4 the case study presents EU project EFFECTOR with its specific solutions
based on combined Al features for data/information fusion and wvessel collision
prevention.
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2 CISE EU initiative in maritime safety

Considering that maritime safety critically relies on vessel surveillance systems and
fast information flows networked via maritime authorities’ national competent
systems, the need for regional and international cooperation of European
stakeholders has led to the establishment of the concept of Common Information
Sharing Environment (CISE). The idea of establishing the CISE concept stems from
the EUCISE2020, a test-bed project that triggers a creation of a common network
for sharing and exchanging relevant maritime data and information between
collaborating authorities. This concept was developed and extended through further
innovation action projects supported by European Commission (EC) and aimed to
improve the current performance in information sharing. That is why CISE was used
in EFFECTOR project. Following the latest level of development concept, in Figure
1 we depict general CISE Architecture aligned with the most common data/message
flows, actors, and related software/Al components as decision support tools and
services. Based on documentation EC COM (2009) 538 and European Maritime
Safety Agency (EMSA) Guidelines for CISE [EMSA CISE Architecture document,
2012], whole information sharing/retrieval/ interpretation process is managed via
CISE Data & Services Model, compliant with NATO Architectural Framework
NAFv3. It is structured in five main object blocks (Paladin ez a/, 2021): Legacy
System (LS) of patticipating agency, EU/Regional/National CISE Node, CISE
Adaptor, CISE Node/Gateway, and CISE Network. In detail, LS is an ICT
system/network of a particular authority, integrated with surveillance sensors, which
collects, integrates, stores and visualizes maritime Big Data received by their own
assets (radars, AIS systems, METOC data, NMSW, UxV) or received by EU Centers
(LRIT, AIS/MAREZX, IMS), which are able to interoperate with other agencies.
EU/Regional/National CISE Node provides the integration of one or more
national maritime authorities proxied via combined instances of the CISE adaptors
for each LS. Most usually, these LS-specific CISE adaptors for data stream sharing
are connected to the Command and Control (C2) platform accompanied with Data
Fusion and Analytic Services Layer & Decision Support Setvices Layer/Tools. This
structure is mostly supported with Big Data infrastructure and specific Al
components, like Machine/Deep Learning Libraries, trajectory prediction and vessel
collision risk mitigation. Such combined Al capabilities in high-level operational C2
software provide an intelligent support for decision making based on comprehensive
maritime Common Operational Picture. Finally, via CISE Adaptor for data
translation and CISE Node/Gateway (a component giving the access to the
EU/Regional Node consolidated information in a central database), the CISE
Network facilitates the exchange of mentioned information in full compliance with



35T BLED ECONFERENCE

148
DIGITAL RESTRUCTURING AND HUMAN (RE)ACTION

the CISE message pattern among CISE Member states and EU agencies.
Accordingly, the structure of the maritime CISE Data & Service Model defines in
its vocabulary CISE Core and Auxiliary Entities concerning agents (person or
organization), objects (vessel, operational asset), event (action, anomaly, incident),
location, period, risks, documents (metadata), using XSD (XML Schema Definition)
or UML (Unified Modelling Language). Being enhanced, the CISE Model introduces
tasks, mission, operations, movement, maritime anomalies and sensors (AIS, radar,
camera). For instance, the maritime risk type identifies crisis, border crossings, areas,
vessels collisions, military and environmental risks (Mihailovi¢ ef a/, 2021a and
2021b).

Figure 1: CISE Architecture and Information Flows supported with AI components

Source: authors' adaptation

3 Big data impacts in the development of Al technologies applied in
maritime safety

In general, Al technologies, with their cognitive, forecasting and reasoning functions
are intensively developed toward providing greater software support to human
operators and agencies, increasing the level of automation in the maritime transport
sector. The aim is to strengthen the maritime safety domain by utilization of
prospective applications able to manage Big Data as: vessel route/paths control and
optimization, vessel traffic surveillance, prevention of collision, possible
fault/failure detection in ship operations, etc. Primarily, maritime Al applications
retrieve the vast amount of data from different data source types, such as: fixed
surveillance radar stations, patrolling and rescue ships, and most significantly, from
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electronic tracking system with automatic identification (AIS) for vessels movement
and remote sensing systems. Furthermore, these Big Data, processed under Machine
Learning (ML) or more specific Deep Learning (DL) approaches/techniques with
optimization modeling enables the VIS/MRCC operator to increase the control
efficiency on tactical level actions and assess the risks/accidents impacts at sea. Such
processed data enable the highly value information for sharing within CISE
Network. While regarding the vessel route data (such as AIS), ML is one of the
research trends for anomalies detection. In the following subchapters are taken in
consideration the works related on both of these research areas.

3.1 Maritime Big Data applications for vessels detection

The AIS is a cooperative information system that provides identification and
position of ships in real-time, but its coverage is limited by the structure of the
system itself. The most effective solution to cover the remote ocean areas are space-
based sensors, such as SAT-AIS (Helleren ez a/., 2012). The AIS and SAT-AIS are
the most used tracking systems in Maritime Surveillance, which have proven to help
and support the resolution of many problems in this area, but even with global
coverage, the AIS has its downside caused by the monitoring limitation of only
reporting vessels. Thus, AIS should be integrated by other vessel tracking data
sources. One of the shared Big Data sources alterative to AIS is provided by satellites
remote sensing, such as earth observation satellites and Synthetic Aperture Radar
(SAR). These images cover all the globe and contain also ships that do not share AIS
information. But unlike AIS, information in optical images is not explicit, and a
specific process is needed to be done to detect the vessel in the images. The vessel
information extraction from satellite imageries is driven by 3 main processes: object
or vessel recognition (finds a vessel in the image), vessel classification (the class of
the vessel) and vessel identification (Kanjir ¢f 4/, 2018). The vessel recognition is the
first step to extract vessel information from the images, it can exploit different types
of algorithms, among these there is DL (Wang et al., 2018).

Even if in the past the image processing statistical techniques were more widespread,
today it seems that the use of Neural Networks (NN) is gaining ground (Bentes et
al.,, 2017), and in many works it is claimed that the latter provides advantages in terms
of performance, and compared to statistics or even computer vision (Kanjir e# al.,
2018). In the next step, the classification of the vessels in almost all recent works
converge in the use of Al algorithms. Most of these classifiers seem to use Support
Vector Machines (SVM), and in recent years the trend is also in favor of using NN
here. Instead, other works focus on Bayesian networks and other statistics and Al
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algorithms (Soldi e a/, 2021). The information extracted using satellite images can
be more effective in combination to those collaborative systems such as AIS, which
include identification and higher temporal resolution (Achiri e¢# a/, 2018). Based on
this information, it is possible to identify those vessels that omit the sending of AIS
data, or that falsify them. In order to develop these operations, there exist different
fusion techniques that have been studied (Fischer ¢ a4/, 2010). An important point
of these technique is the usage of the interpolation on the AIS data, used to estimate
the AIS position at the moment in which the vessel is extracted from the satellite
image (Nguyen ¢t al,, 2015).

3.2 Big data and Al solutions for maritime surveillance

In the previous chapter a series of information extraction techniques have been
described, in this section the state of the art of anomaly detection algorithms are
considered, grouping them by type of algorithms. SVM is one of the simpler
machines learning methods, as it uses a separating hyperplane or a decision plane to
demarcate decision boundaries among a set of data points classified with different
labels. (Handayani ez 2/ 2010) use SVM with Automated Identification System (AIS)
from Port Kelang vessel, tracked for 3 months period and involving 367 tracks
across 7 unique MMSI. By using these data, the paper assesses an accuracy of 90%
of its techniques. Also, in (De Vries ef a/. 2012) SVMs is applied for detecting the
outlying trajectories. The anomalies detection also takes advantage of Clustering,
which is often used to extract patterns from the route and identify waypoints and
classic routes. These routes, then, are used to describe the behavior of the vessels
and to store this information in a sematic graph, that can be queried to find anomaly
behavior as in (Varlamis el al. 2019).

Also (Dahlbom ez al. 2007) explores trajectory clustering as a mean for representing
the normal behavior of vessels. The approach uses spline-based clustering to
overcome some issues in classical clustering. This approach breaks down the map
into small zones where behavior patterns are detected. The most recent work that
applies a similar approach is (Zhen e a/. 2017) which executes a trajectory clustering,
and then applies a Naive Bayes classifier to detect anomalous vessel behavior. (Liu
et al. 2015) separates the normal routes from AIS historical data and then extracts,
using clustering, the normal trajectories and normal behaviors from that one with
which the new data can be compared. The algorithms that have had the greatest
growth and development in recent years are certainly those concerning NN in all
variants, including also those that are defined as DL, which represents specific ML
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model with multiple layers of non-linear processing units, referred to systems with
numerous serially connected layers of parallel connected neurons.

In (Nguyen ez al. 2018) trajectory reconstruction, the anomaly detection and vessel
type identification are the tasks by which the deep framework proposed in the work
is demonstrated to be applied with effectiveness. The algorithm uses a Recurrent
Neural Network (RNN) with latent variables showing that this algorithm is
particular suited for time series processing. The RNN is also used in (Zhao e /.
2019) which adopts a hybrid approach using also clustering DBSCAN algorithm to
extract the traffic patterns and trains the RNN composed of Long Short-Term
Memory (LSTM) units. The combination of clustering and NN seems to be an
effective solution because the other works applied it, such as (Chen ¢ a/. 2019) where
firstly it executes an OPTICS clustering to extract trajectory, and then applies
convolutional NN in order to classify the trajectory. (Nguyen e a/. 2021) uses a
probabilistic RNN-based representation of AIS tracks, and then a grid-based
threshold to assess the anomaly of the vessel. The grid threshold allows the
algorithms to adapt the global classified behavior analysis to the local route trend.

Also, the other approaches used within maritime surveillance to detect the vessel
anomaly are: Fuzzy ARTMAP NN, Gaussian Mixture Models (GMM), Bayesian
networks for false ship type, etc (Svenmarck ez 2/ 2018). A very interesting approach
to identify the vessel are the Dynamic Bayesian Networks (DBN) that analyze the
traffic situations at sea and assess kind of relationship between them. Specifically, in
(Anneken ez al, 2019) this algorithm for identification of anomaly behaviors of
vessels and reduction of unnecessary amount of data is elaborated according to the
corresponding probabilistic model with graphical representation of Bayesian
reasoning. In this approach, conditional probability is used with the time slices for
random variables, that over time can obtain new attributes by passing from “parent-
initial” to “child” situation. These changes can be abstracted as events with certain
dependency rate, and if one event is realized, the others related will also happen in
particular time interval. Applying this DBN to maritime environment and vessels as
objects, the abstracted situations with random variables correspond to constituent
events of vessel anomaly behavior as e.g. smuggling anomaly with particular
attributes like position, vessel type, course, distance and approaching (Anneken ez
al., 2019).
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4 Case study: EU Project EFFECTOR

A significant EU research and innovation project related to maritime surveillance
strengthening is The End-to-end Interoperability Framework for Maritime Situational
Awareness at Strategic and Tactical Operations (EFFECTOR). This project gathers
national maritime safety and security institutions, vessel satellite surveillance and data
exchange software integrators, RTOs and academia with the aim to foster
collaboration among stakeholders, using a common Interoperability Framework for
Maritime Surveillance and Border Security. Some of important methods and tools
used to increase the situational awareness in maritime domain are the following:
multi-layered data lake platforms, data fusion and analytics, knowledge extraction
and semantics, collision notification, maritime ontologies and vessel surveillance Al
modules operated through integrated C2 systems/platforms (SeaMIS, ENGAGE,
MUSCA) and in full compliance with CISE and EUROSUR standards. These
innovative technologies are deployed, tested and validated in three operational trials:
France, Portugal and Greece [EFFECTOR Grant Agreement, 2020]. Specifically,
the end-user group, composed of governmental maritime safety and border
authorities, provided relevant maritime data for Data Lakes collected from national
LS for participation in the French, Greek and Portuguese Operational Scenarios and
Trials, with final validation and evaluation of project technical solutions based on
Key Performance Indicators. In this part, a soft information fusion and management
toolbox and deployed in EFFECTOR project and then an Farly Collision
Notification System will be described. These Al features are used cinematic of
vessels to take a decision.

4.1 A soft information fusion and management toolbox deployed in
EFFECTOR project

Data and information fusion refer to a set of scientific methods and artificial
intelligence algorithm to create or refine indicators by aggregating data from
heterogeneous sources. More specifically in EFFECTOR project, the main function
of fusion is enhancing situation awareness and reducing the number of information
to be shared between different systems, increasing the global coherence of the
information shared. Furthermore, as opposed to data, information embeds the
context needed to be understood and interpreted. Within EFFECTOR, and for
maritime safety in general, human operators are making decisions relying on the
information they have access to. This is why we claim that the situation awareness
of these operators should be improved thanks to semantic information, as it meaning
is easily accessible to human operators. In this section, we describe the approach
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used in EFFECTOR for semantic information fusion. Specifically, in the project
EFFECTOR is deployed a soft information fusion and management toolbox,
InSyTo, providing core generic functions for high level information fusion (Laudy,
2010). It was used on several projects ranging from crisis management (Laudy et a/.,
2017) to investigation and oceanography, and we chose to use it in EFFECTOR for
enhancing situational awareness and more particularly to detect meetings between
several ships. The framework uses bipartite graphs and more specifically Basic
Conceptual Graphs (Sowa, 1984; Chein and Mugnier, 2008) to represent
information and knowledge. An ontology is used to adapt the toolbox for specific
application domains. Basic conceptual graph are bipartite graphs containing concept
and relation nodes.

The combination of core functions from InSyTo may provide advanced semantic
information management functions. These core functions are depicted in Figure 2:
Information Synthesis, Query and information fusion. The rectangle boxes represent
concept node of conceptual graph and the circles represent relation of conceptual
graph (between two concepts). The core functions of the toolbox are generic
functions implemented over a generic maximal common subgraph (MCS) search
algorithm. Depending on the way the MCS search algorithm is used, and on which
parameters it is called, as illustrated in the Figure 2, several functions were developed
such as information synthesis, information fusion, sub-graph fusion, information
quety, etc. To develop complex functionalities above InSyTo core function, one has
to assemble them, and use them together with fusion strategies.

Fusion Strategies are domain and application specific rules used to provide the
knowledge regarding compatibility of unit elements of the information graphs.
Indeed, the fusion strategies are used to detect and fuse information items that are
slightly different but describing the same situation. During an observation of an on-
going situation, these differences may appear from using different sources of
information with potentially different level of precision or points of view. The main
goal of sub-graph fusion is to detect and fuse compatible parts of two graphs. As
opposed to information Synthesis (top of Fig. 2), however, the result of the sub-
graph fusion is only the common and fused part of the two graphs. One may see
that, as the intersection of the two pieces of information.
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Figure 2: InSyTo core Function

Source: authors' adaptation

The information query function (middle of Fig. 2) can help to find all specified
graph patterns within a Big Data graph. It is based on the search for injective
homomorphism between the query graph and the data graph. The information
fusion (bottom of Fig. 2) can help to find a specific situation model in observations.
Within all the core functions of InSyTo, we added a traceability capacity (Laudy and
Jacobé de Naurois, 2021). The aim is to keep records of all the fusion operations
that were achieved on each unitary component of an information graph. The lineage
graph records the initial source of each information item, as well as the succession
of fusion operations together with the fusion strategies used. Adding this capability
to the toolbox enabled us to improve the end user understanding and thus trust
toward the overall system. For a specific use case, these different functions can be
combined and specific strategy and similarity functions can be developed.

Also, trajectory fusion and abnormal vessel behavior is identified and managed in
the EFFECTOR project using the InSyTo framework. More specifically, the
suspicious vessel encounters are detected by a high-level fusion function,
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implemented to reason on vessel trajectory data generated by AIS systems. The
InSyTo sub-graph fusion function is used to detect common sectors of different
vessel trajectories. Moreover, application and domain specific similarity functions
and fusion strategies are implemented to define what a vessel encounter is.. A vessel
encounter is considered suspicious if it lasts a minimum time duration and if the two
vessels are at less at a defined geographical and temporal distance. A human operator
further configures them to define the fusion conditions based on the specific
application requirements. For the EFFECTOR case study, the InSyTo framework
is connected to a Data Lake which contains vessels trajectories. After queries of
vessel trajectories, the InSyTo framefork searches for encounter between vessels.
Alerts in the CISE format are raised automatically to signal the beginning and the
end of a suspicious vessel encounter, accompanied by the time and location data for
each vessel pair involved. The two anomaly CISE types are “vessel approaching”
and “vessel moving away”. The InSyTo framework in EFFECTOR project is
instantiated for automatically detecting risks and incidents and more specifically
vessel encounter (or collisions). The goal is to enable better detection supports for
operative agencies in maritime safety domain and efficient collaboration based on
CISE network and architecture.

4.2 Early Collision Notification System architecture and deployment

Collisions at sea pose a significant threat with potential serious consequences for
human life, environment and economy and maritime safety in general. To avoid
these effects in an effective manner and reduce the implications of an imminent
collision, much research has been conducted to evaluate the collision tisk (CR) of
two approaching vessels. Based on the value of this index early notifications can be
generated to help seafarers execute the International Regulations for Preventing
Collisions at Sea (COLREGS) avoidance maneuvers in time. Researchers have
proposed many CR evaluation methods including numerical [Liu and Liu, 2006] and
fuzzy comprehensive models [Feng and Li, 2012; Xu et al., 2009], ship domain
methods [Xu and Wang, 2014; Szlapczynski and Szlapczynska, 2017], fuzzy
reasoning methods [Kao et al., 2007; Rizogiannis and Thomopoulos, 2019] and
other.
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In the context of the EFFECTOR project, the Early Collision Notification service
(ECNS) has been developed as part of the EFFECTOR Multi-level data fusion and
analytics services for knowledge extraction and provision of enhanced situational
awareness. ECNS aims at timely generation of notifications of imminent collisions
between ships that could cause death at sea in the area of operation. In this way
ECNS service contributes to an increased level of maritime safety by providing, at
an early stage, alerts and the necessary reaction time to avoid vessels collision. The
high-level architecture and the decision engine of the ECNS service are presented in
Figures 3 and 4 respectively. Compared to existing research, the proposed service
was built aiming to quickly discard pairs of ships that appear no collision risk and
minimize the number of variables used as input to the fuzzy system in order to
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accelerate the decision process while at the same time achieve an efficient
performance.

The input to the ECNS module is a rich set of data, containing kinematics
information, (e.g. position, speed, course, turn rate, other) for the two most recently
reported positions of both vessels as well as vessels’ length and type. Using this
input, many new parameters (e.g. Distance to Closest Point of Approach (DCPA),
Time of Closest Point of Approach (TCPA), Relative bearing, other), are calculated,
as well as other useful intelligence (e.g. routes intersection point, determination of
encounter type, ships approaching or surpassing). At the Rule based filtering unit,
the speed, course, routes intersection point, and distance information are used to
determine whether vessels are close to each other and approaching on a collision
course. If both conditions are valid the processing flow moves to the decision system
where CR is evaluated. Otherwise, the ECNS service checks the next pair of vessels.
Finally, in the decision system unit, a type-1 Fuzzy inference system (FIS) uses as
input the set of variables (DCPA, TCPA, Relative distance) to evaluate the desired
CR index where the membership functions (MFs) of both the input and the output
variables are of the general form depicted in Figure 5.

08

06

04

02

0.0

Figure 5: General form of the input and output variables MFs

5 Conclusion

The paper discusses some of the most important recent Al capabilities based on Big
Data sources, and applied in maritime safety and surveillance in order to enhance
the overall cooperation and performance of inter/national agencies involved in the
CISE network. We analyze the key features of Al approaches, that improve the
maritime surveillance using AIS and other data, and that, according to the
augmented data/information fusion processes and  decision support tools,
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significantly contribute to the higher interoperability among maritime ICT systems
and regional CISE cooperation of national agencies with purpose to enhance overall
maritime safety. Specifically, the InSyto and ECNS tools deployed in EFFECTOR
project concern the high level of development of Al-based fusion services for
trajectory and movement tracking, necessary to detect vessel anomalous behaviour
and assess the risk of possible vessel collision. Finally, we can conclude by saying
that, maritime safety environment will achieve greater resilience and operational
efficacy only by more intensive exploitation and combination of Al applications with
advanced algorithms for vessel behaviour, risk events identification, assessment and
control at sea and its timely, cost-effective exchange within CISE Network.
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1 Introduction

Due to the revolution of Information and Communication Technologies (ICT's) and
the proliferation of the internet, we are witnessing an increasingly growing trend in
cashless transactions (Fabris, 2019). Cashless payment means any type of electronic
payment that is made without using physical currency (Sreenu, 2020). In a cashless
society the use of cash has been minimised, and people mostly use non-cash payment
instruments in conducting their transactions (Xena & Rahadi, 2019). In this context,
it is a financial transaction in which the end-user does not need to have any cash in
order to complete the purchase, and, instead, uses digital payment methods which
can be broadly categorised into card payments, electronic payments, mobile
payments (Rahman, Ismail, & Bahri, 2020) and cryptocurrencies (DeVries, 2016;
Shahzad et al., 2018). Cashless payment adoptions vary in terms of maturity and
penetration from country to country. In most developing countries, the adoption
rates are marginal (Eelu & Nakakawa, 2018; Patil, Rana & Dwivedi, 2018). However,
there are others such as Kenyan M-PESA and Ghanaian FinTech which have been
successful in shaping financial inclusion (Senyo et al., 2022; Van Hove & Dubus,
2019). In the Scandinavian countries, the cashless payment systems have become a
norm. Por instance, Sweden is becoming the world’s first cashless society and serves

as a role model for many countries (Engert & Fung, 2017; Fourtane, 2020).

Cashless payments have become the crucial component of the global economy
(Kabir, Saidin, & Ahmi, 2017), and increase in access and usage of cashless payment
leads fairly directly to an increase in economic growth (APEC, 2015). Going cashless
is a global trend because adopting cashless payment has numerous benefits, such as
helping to reduce suspicious transactions of money, circulation of fake currency, and
combating money laundering to crackdown on organised crime (Arvidsson, 2019a;
Jamsheer, 2018). Moreover, Covid-19 has changed consumer payment preferences.
For example, digital wallets and ‘Buy Now Pay Later” (BNPL) are taking the world
by storm while cash payment is taking a backseat (Wotldpay, 2021). Many countries
began to experience a rise in cashless transactions during the pandemic as they
changed to cashless methods of payment to reduce the risk of infection from
handling cash (Jaafar, 2020). As per the Global Payments Report, the use of cash
has reduced by 32% since 2019. Consumers are moving away from cash with record
speed and the pandemic has accelerated the decline of cash by 42% over three years
(Worldpay, 2021), whereas, electronic payment has seen the highest growth rate in
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five years at 19%. The ever increasing cashless payment frequency comprises
electronic money being injected into the global intertwined system, which consists
of multiple actors. The new era demands platformification, and firms can unleash
full market potential by embracing open ecosystems (Capgemini, 2022). This
stimulates us to identify the relevant actors and better understand their determinant
factors as the cashless payment ecosystem is central in today’s society (Henningsson
& Hedman, 2014). It is necessary to develop the theoretical achievement against the
pragmatic nature of the cashless payments as it has become one of the society’s most
innovative and dynamic sectors with technology-led competition as the new normal
(Hedman & Henningsson, 2015).

There is ample research on the adoption of cashless payment (e.g., Manrai, Goel &
Yadav, 2021; Patil et al., 2018; Qiu, Shi & Zheng, 2019). These studies frequently
used well-established technology diffusion theories such as Technology Acceptance
Model (TAM) (Davis, 1989), Unified Theory of Adoption and Use of Technology
(UTAUT) (Venkatesh et al., 2003) or an extension of these two theories (e.g.,
Salloum & Al-Emran, 2018) to examine the factors influencing the adoption of
cashless payment. However, the models are limited to studying how users come to
adopt and accept a technology like cashless payment systems. The influencing
factors found through these models are not sufficient to establish a sustainable
multi-sided market of cashless payment. There is a lack of insight into the roles of
the participating actors in the ecosystem. Moreover, the previously developed
conceptual models from adoption factors are either integration of other models or
single actor-focused. For instance, Jaafar (2020) integrated UTAUT and the Health
Benefit Model to evaluate the adoption of e-payments and Oney, Guven and Rizvi
(2017) developed a conceptual model to examine the same from consumers’
perspective. Guo and Bouwman (2016) developed a three-tier mobile payment
ecosystem model from the merchants' perspective. Senyo et al. (2022), on the other
hand, focused on the payment service providers’ petrspective such as FinTech
ecosystem whereas Eelu and Nakakawa (2018) designed a framework towards
adoption of e-payment in a developing economy by extending TAM model.

According to our literature search, there is a lack of model which captures a holistic
view of the cashless payment ecosystem and highlights the critical roles of different
actors involved. This study, therefore, aims to provide a comprehensive view about

the crucial role of the actors in the cashless payment ecosystem and factors that
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influence their adoption. As such, through the scoping review method, this paper
addresses to answer two research questions: 7) Who are the participating actors in the
cashless payment ecosystem? and 7;) What are the determinant factors for the actors to adopt the

cashless payment ecosystem?

2 Methodology

This study followed a scoping review process suggested by Peters et al. (2015).
Scoping review is an appropriate approach for seeking and mapping the evidence in
broad topic areas, particularly to identify and examine factors related to a particular
concept (Peters et al., 2015). It aims to map the key concepts underpinning the
research area, especially where the research area is complex or has not previously
been comprehensively reviewed. Through the use of scoping review, we are able to
inform a best practice model (Munn et al., 2018) and identify the concepts in the
studies, and be able to map, report or discuss the generated concepts (Arksey &
O’Malley, 2005).

21 Search strategy

The search process was initially conducted using two scientific databases - Web of
Science and Scopus, and then complemented the search with Google Scholar to
include grey literature such as company white papers and reports. For the purpose
of accuracy and reach and to get only the relevant articles that focus on the factors
of cashless payment, the keywords were combined using the search string AND/OR
operators and wild card “*” was used to include possible segments after the phrase
which produced the following seatch strings: ("cashless payment*" OR "digital
payment*" OR "electronic payment*" OR e-payment* OR "contactless payment*"
OR "mobile payment*" OR "papetless payment*") AND (factor* OR determinant*)
AND (society* OR ecosystem*). We searched these keywords in the title for the
quest for accuracy in the search results. The articles were selected based on the
following five criteria: i) Journal articles and conference proceedings published
during the past seven years (2015-2021) complemented by the latest company
whitepapers, to focus our review on contemporary literature; ii) Written in English;
iif) Discussing the determinant factors of cashless payment systems; iv) Studies on
adoption, use and acceptance of cashless payment systems; and v) Full-text content

access for reading and downloading.



K. Kbhando, M. Sirajul Islam & S. Gao:

Factors Shaping the Cashless Payment Ecosystem: Understanding the Role of Participating Actors 165

The initial search retrieved 183 articles in total. After removing the duplicates, 104
articles remained for examination. We applied criteria iii, iv and v through reading
the articles’ title and abstract and excluded 25 articles that did not fulfil the set criteria
and another 7 articles were removed because the full content of those articles was
not accessible for reading. Seventy-two full-text articles were assessed by applying
criteria iii and iv through a thorough reading of the articles’ full content and
examining the aims and objectives, methods, results and conclusions to mainly assess
the quality of the paper. Sixteen articles were excluded because the studies proved
irrelevant to the objective of this study as they either discussed technical aspects or
factors affecting the ‘continuance usage intention’ of digital payment (e.g., Ayo et al.,
2021; Poerjoto, Gui, & Deniswara, 2021). Fifty-six articles remained after assessing
the eligibility. The final list of articles was gathered after conducting snowball
sampling by searching through the references of these 56 articles. Another 7 new
articles were added and, in total, by combining these two sets of relevant articles, 63

articles were finally included for this review.

2.2 Data analysis

The study focused on generating concepts by synthesising existing research on the
adoption of cashless payment systems. Data from the selected 63 articles have been
extracted for the scoping review referred to as “charting the results”. The data were
extracted into a draft charting table (excel sheet) developed to record characteristics
of the included studies and the key information relevant to the research questions
(e.g., study aims, actors, determinants or factors, key concepts, and findings, etc.).
The study used concept mapping as a general method to describe the cashless
payment ecosystem in a more comprehensive and holistic visual diagrammatic form.
Thus, concepts required to explain & describe the payment ecosystem were mapped
out and the results were presented as a ‘map’ of data in a tabular and diagrammatic
format (see Figure 1). Open coding was utilised whereby we carefully scrutinised all
the selected articles and recorded the determinant factors and ultimately contrasted
these concepts and grouped them under the identified actors based on their

relevance and relationships.
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3 Results and Discussions

In this section, we detail the results based on our two research questions.

3.1 Participating actors of the cashless payment ecosystem

According to (Walsham, 1997), actors can be both human and nonhuman, such as
technological artefacts linked by associations of heterogeneous networks of aligned
interests, including people, organisations and standards. At the centre of every
ecosystem, an actor is capable of using structural capabilities to interact in creative
or innovative ways in order to co-create value (Tronvoll, 2017). An ecosystem
consists of a set of interdependent actors and factors coordinated in a particular way
whereby they enable productive innovation (Stam & Spigel, 2016). We have found
that digital payments have become a popular spot for innovation. It is not only the
internet giants, such as Google, Apple, Facebook, and Alipay, and FinTech
companies, such as PayPal, Square, iZettle, etc., who have entered the market, but
also, there are other prominent actors who contribute to the whole ecosystem. Thus,
through synthesis of the retrieved articles, we identified the following six
participating actors.

Consumers include the end-users, such as individuals, organisations, etc., who
benefit from using the cashless payment systems. They are considered as the trigger
of a cashless ecosystem (Liu, Kauffman, & Ma, 2015). Their acceptance and usage
can trigger other actors to adopt cashless payments. For them, cashless payment can
increase convenience, save time, and allow them to experience new innovations
(Acheampong, 2017).

Merchants are the businesses such as ‘brick-and-mortar’ and other retailers etc.,
who accept cashless payment. The digital payment market is multi-sided as such a
payment method being adopted by consumers should be accepted by merchants and
other stakeholders to be used for transactions.

Service providers refer to the various entities who have a business interest in
replacing cash payments with electronic payments (Arvidsson, 2019b). These
industries include conventional banks; nonbanks; Fintech companies; card providers

like Visa and Mastercard; telecom companies such as Apple and Samsung; e-
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commerce companies like Alibaba and Amazon; cryptocurrency providers as well as
providers of hardware and software solutions for electronic payments (Arvidsson,
2019a).

Media and content promoters are among the important players of the ecosystem
that can greatly influence and promote cashless payments. A large majority of the
online public are communicating through a new medium called ‘social media’ where
members share, engage and collaborate with their peer groups to build lasting
relationships in the virtual world. Some of the popular social media sites include
mainstream social networking sites like Facebook and Google, professional
networking sites like LinkedIn, blogs like WordPress and BlogSpot, video sharing
websites like YouTube, microblogging sites like T'witter etc.

Regulators and policymakers are critical participants of the cashless payment
ecosystem. The actors include the regulatory bodies and policymakers such as central
banks and other governmental financial institutions related to the legislature of
payment services (Senyo et al., 2022). These actors mainly create safe and conducive

environments for the other ecosystem participants to thrive.

Infrastructure is one of the main drivers for the ecosystem and is about building a
secure and reliable physical network to provide cashless payment nationwide. It plays
a major role in expansion of cashless payment services which include internet
connectivity, power supply, cloud computing, blockchain, cybersecurity, etc.
Cashless payment itself is a technology which does not involve physical cash as the
payment is done through electronic medium (Vinitha & Vasantha, 2017).
Infrastructure becomes the key player as consumers and merchants demand

safeguards from fraud and identity theft (Capgemini, 2022).

These six actors as described above are interlinked, and each actor has a participating
role in the ecosystem in terms of collaboration and coopetition, which is essential as
their roles determine the factors influencing the adoption of cashless payment
(Btach & Klimontowicz, 2021). The next section presents the factors determining
their adoption of the cashless payment ecosystem.
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3.2 Determinant factors for the adoption of cashless payment ecosystem

Table 1-6 below shows the factors that determine cashless payment adoption for

each actor with references.

3.2.1 Consumers

Out of 63 studies reviewed, 31 articles investigated factors influencing consumers’
adoption (Table 1). Most articles discussed %ust’ and Security’ as the factor for
consumers’ adoption of cashless payment systems (e.g., Shahzad et al., 2018§;
Barkhordari et al., 2017; Patil et al., 2018; Qiu et al., 2019). The effects of trust and
security on the use of cashless payment have long been recognised in e-commerce
literature. This is mainly because the transactions are done through electronic
medium using technology such as cryptocurrency like bitcoin (Shahzad et al., 2018)
and others which does not involve physical cash (Vinitha & Vasantha, 2017). This is
also the reason why it is an unavoidable fact that perceived risk’is associated with the

cashless payment systems and influences the adoption decision of the consumers
(e.g., Dahab & Boudlila, 2022; Singh et al., 2019).

The users’ trust factor is also impacted by other adoption factors such as system
quality, service quality and information quality (e.g., Jocevskia, Ghezzib, &
Arvidsson, 2020; Tiwari & Singh, 2019). Trust related to payments is closely linked
to information security and data privacy of consumers when making transactions in
e-commerce (Sutia et al., 2020). Consumers have a greater tendency to adopt cashless
payment when they feel secure about their personal information shared through
cashless payment systems. Therefore, cybersecurity is critical as payment data
become agile in the open finance future (Capgemini, 2022). Further, past experience
has been found to be the common determinants of perceived security and trust (e.g.,
Dahab & Bougdlila, 2022; Oney et al., 2017; Singh et al., 2019). Consumers' trust is
also affected by their own acquaintance; they trust electronic payment tools they
know better (Zizhou et al., 2019).

Existing technology diffusion theories (e.g., TAM and UTAUT) have been
extensively used to examine consumer’ adoption of cashless payment (e.g., Al-Okaily
et al., 2020; Manrai et al., 2021). The perceived usefulness’and ‘ease of use’were the most
important factors highly associated with the adoption of cashless payment systems
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(e.g., Al-Dmour et al., 2021; Fraczek & Urbanek, 2021). For instance, “perceived
ease of use” is a significant factor influencing consumers’ use of tap-and-go payment
in the USA (Bailey et al., 2020; Chadha, 2018).

Table 1: Determinant factors for Consumers

Factors References
-Trust & Security Dahab and Bouglila (2022); Mahmoud and Yaseen (2021); Qiu
- Perceived Risk et al, 2019; Patil et al. (2018); Shahzad et al. (2018);
- Data privacy Barkhordari et al. (2017); Oney et al. (2017); Rohimah et al.
- Ease of Use (2019); Al-Okaily et al. (2020); Sutia et al. (2020); Mensah et al.
- Performance | (2021); Singh et al. (2019); Vinitha and Vasantha (2017);
expectancy Fraczek and Urbanek (2021); Al-Dmour et al. (2021);
- Social influence Ladkoom and Thanasopon (2020); Kabir et al. (2017); Kumar
- Facilitating conditions | et al. (2020); Rahman et al. (2020); Ibidunmoye (2018); Manrai
- Cost et al. (2021); Arvidsson et al. (20106); Jocevskia et al. (2020);
- Demography Capgemini (2022); Swiecka et al., 2021; Nadler et al., 2019;
Lohana and Roy (2021); Khurana et al. (2019), Tiwari and
Singh (2019); Bailey et al. (2020); Chadha (2018)

The consumers’ adoption to cashless payment is positively influenced by
performance expectancy (PE), social influence and price value. PE means, the
individual believes that using the cashless payment system will help to attain gains in
work performance (Venkatesh et al, 2003) which is similar to the perceived
usefulness factor. There is a positive relationship between PE and adoption of
cashless payment systems. Consumers who believe cashless payments will increase
their overall work performance are willing to adopt cashless payments (e.g., Al-
Okaily et al., 2020; Mensah et al., 2021). The ‘social influence’ factor, “the degree to
which an individual perceives the importance of others to believe that he or she
should use the new system” (Venkatesh et al., 2003, p. 451) serves as the determinant
for consumers to frequently use cashless payment. Similarly, other peoples’ views
and opinions such as peers’ and friends’ opinions play an important role in the

acceptance of cashless payment (e.g., Singh et al., 2019; Ibidunmoye, 2018).
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The price value or cost’ is an important factor when it comes to consumers’ choice
of cashless payment systems such as mobile payment (Al-Okaily et al., 2020). This
factor is consistent with many other studies (e.g., Jocevskia et al., 2020; Kabir et al.,
2017; Zizhou et al., 2019). Similarly, ‘facilitating conditions’ are necessary to use
cashless payments (Rahman et al., 2020). The more consumers have knowledge and
resources to use cashless payment, the more they are willing to adopt it. This finding
is also in line with other researchers (e.g., Al-Okaily et al., 2020; Manrai et al., 2021).
Further, the demographic factors influence consumers’ adoption (e.g., Gong et al.,
2017; Khurana et al., 2019; Lohana & Roy, 2021). For instance, education level as
an individual demographic variable has a significant relationship with the intention
of the adoption of cashless payment service while age and gender were found
insignificant (Al-Dmour et al., (2021).

3.2.2 Merchants

Out of 63 studies, 10 discussed factors influencing merchants’ cashless payment
adoption (Table 2). Since merchants are mostly profit-oriented businesses, their
choice of payment service largely depends on direct ‘cost’ and ‘revenue’ of each
payment service (Arvidsson, Hedman, & Segendorf, 2016). The other important
factors that determine their decision to accept cashless payment include merchants’
background, such as age, number of credit cards held, use of computers, etc. and
merchants’ business characteristics (e.g., business sector they belong to, total value
of transactions per month, average value of transaction, profit margin, location of
business) and effects of other players’ decisions via the merchant’ s perception
(including the merchant’s perception of customers’ use of cards and competitors’
participation in the card scheme). There is positive relationship between merchants’
stated preferences with consumers’ revealed preferences (Huynh, Nicholls, &
Nicholson, 2019). Studies on small and medium-sized businesses (SMBs) focusing
on SMBs’ adoption of contactless payments apps including Apple Pay, Masterpass,
WeChat Pay and Alipay etc. show that merchants often perceived credit cards to be
most costly in terms of fees and concluded that merchants’ adoption of cashless
payment is highly determined by cost and revenue (Arvidsson et al., 2016; Huynh et
al., 2019; Kosse et al. 2017).
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Table 2: Determinant factors for merchants
Factors References
-Cost & Revenue Nuryyev et al. (2021);
-Trust & Security Arvidsson et al. (20106);
-Perceived Risk Moghavvemi et al
-Perceived usefulness (2021); Xena and
-Perceived ease of use Rahadi (2019);

-Merchants’ background (e.g. age, number of credit cards held, | Huynh et al. (2019);
use of computers) Kosse et al. (2017);
-Business characteristics (e.g. sector it belongs, value of | Fontes et al. (2017);
transaction, profit margin, business location) Jonker (2018); Fraczek
-Merchants’ perception (on customers’ use of cards and | and Urbanek (2021);
competitors’ participation in the card scheme) Yeboah et al. (2020)

The cost and revenue factors are also applicable for merchants who adopt
cryptocurrency payments. The other factors related to their cryptocurrency adoption
include ‘consumer demand’ where consumers desire to pay with cryptocurrencies,
‘lower transaction cost’ and ‘perceived efforts’ required for the adoption (Jonker,
2018). Similarly, cryptocurrency payment adoption by merchants in the hospitality
business was influenced by ‘perceived usefulness’ which in turn is affected by trust,
risk, and security and ‘perceived ease of use’ which is affected by risk and
convenience (Nuryyev et al., 2021). Similar factors were also found true for the
merchants from passenger transport of European Union countries (Fontes et al.,
2017; Fraczek & Urbanek, 2021).

One of the most used factors affecting the merchants’ adoption of digital payment
is the ‘perceived risk’ which is defined as “the potential for loss in pursuit of a desired
outcome of using an e-services” (Featherman & Pavlou, 2003, p. 454) as “the
uncertainty about what the innovation gives” (Gerrard & Cunningham, 2003, p. 19).
Risk is one of the main reasons why merchants avoid a new digital payment system
like cryptocurrency. Perceived risk of cashless payment technologies includes
security risk, third party service failure risk, risk of user error, risk of privacy loss,
risk of counterparty fraud, and risk of illicit association (Nuryyev et al., 2021). For

example, perceived risk of a cryptocurrency payment negatively impacts perceived
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security, which is considered a strong predictor for a new payment technology
adoption (Fontes et al., 2017).

The determinants such as payment processing time and fees, convenience and
enhanced payment security features are motivating merchants to adopt m-payment
while technological incompatibility, complexity, the cost of investment and the lack
of critical mass and knowledge are some of the factors discouraging merchants (e.g.,
Moghavvemi et al., 2021). Therefore, service providers and technology
characteristics are considered the two dimensions that could influence merchant
adoption. For instance, ‘trust’ is a critical factor for merchants’ adoption due to the
security risk. Thus, sufficient trust-building strategies from service providers are
essential for adoption of mobile payment by merchants (e.g., Yeboah et al., 2020).

3.2.3 Service providers

Out of 63 articles reviewed, 16 discussed factors influencing service providers’
adoption of cashless payments (Table 3). Payment service providers ensure that the
services they provide are simple and friendly to operate, satisfy customers’ needs,
build trust by protecting accounts from frauds and make the payment affordable to
positively influence consumers and other stakeholders to adopt payment services
(Narteh, Mahmoud, & Amoh, 2017). Moreover, new technologies and innovations have
opened up opportunities for service providers to enter the cashless payment
ecosystem. Thus, one of the main factors for them to adopt cashless payment will
largely depend on their “apacity to innovate’ (APEC, 2015; Senyo et al., 2022). This
factor, which concerns the innovative products and services, is stimulated by change
in regulations and presence of payment infrastructure. For example, in Sweden, the
second Payment Service Directive (PSD2) issued by the European Union is
changing the payment landscape. The PSD2 is aimed at increasing competition and
to stimulate innovation by institutionalising payment industries characterised by
open banking (Arvidsson, 2019b; Waalan & Olsen, 2019). This open banking
concept creates open platforms whereby payment service providers such as
conventional banks and FinTech companies provide competitive services from
which consumers and merchants can select payment services as per their own
preference. Thus, meeting the ‘consumer and merchant satisfaction level’ in terms of
supplying competitive services’ becomes a determinant factor for the service providers to

take part in the cashless payment ecosystem (Arvidsson, 2019b; Tiwari & Singh,
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2019). Service providers also nurture merchants’ trust because merchant trust in
them acts as a fundamental enabler for the adoption of digital payments (e.g.,
Arvidsson, 2019b; Yeboah et al., 2020).

Table 3: Determinant factors for Service Providers

Factors References
- Capacity to innovate Bailey et al. (2020); Chadha (2018); The
- Consumer and merchant satisfaction | Federal Reserve (2022); Nery (2021); Ozili
level (2021); Engert and Fung (2017); Ozturkcan
- Supplying competitive services (2019); Armelius et al. (2020); Séderberg
- Collaborative practices (2019); Waalan and Olsen. (2019); Arvidsson
- Customer base (2019b); APEC (2015); Senyo et al. (2022);
- Marketing capabilities Tiwari and Singh (2019), Yeboah et al. (2020);
Narteh et al. (2017)

The other factor affecting cashless payment adoption for service providers such as
FinTech firms, Telcos and banks is the ‘/laborative practices’ whereby they have to
build relationships amongst the stakeholders and subscribe to a collaborative model
to deliver innovative payment service (Senyo et al., 2022). Collaboration between the
cashless payment ecosystem actors is necessary to realise coopetition, i.e., stimulating
competition while at the same time ensuring the growth of cashless platforms that
yield economies of scale and scope as well as interoperability and open access. The
service providers’ determinants, such as competition and innovation can stimulate start-
ups in the FinTech and Regtech industries, e.g., related to cryptocurrency
technologies such as blockchains (APEC, 2015; Arvidsson, 2019b). The central
banks across the world have started launching national digital currencies to replace
cash and have become one of the cashless payment service providers. This
development not only fosters competition and innovation but also ensures the
fundamental security and efficiency of the monetary system (Armelius et al., 2020;
Ozturkcan et al., 2019).

The factors such as presence of foreign competitors’ could be the trigger because the
entrance of large I'T companies, such as Google, Apple and Facebook, into the

payment market are increasingly issuing their own private digital currencies. For
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example, in Sweden, the central bank is issuing its own digital currency in
competition since a successful penetration by a multinational digital currency would
pose a fundamental challenge to the Swedish monetary system. Launching an e-
krona would help ensure that all individuals have access to an efficient, convenient,
and secure means of payment (Armelius et al., 2020; Ozturkcan et al., 2019). The
central banks have an interest in the efficiency of the payments system and, as a
payment service provider, they are influenced by factors of Gncrease in contestability and
efficiency in payments’ (Engert & Fung., 2017). They are also motivated by other factors
such as ‘promotion of financial inclusion’ (Ozili, 2021), especially in developing
countries. There are also examples of other payment systems providing financial
inclusion besides the central banks such as M-PESA in Kenya and Modelo in Peru
(Engert & Fung, 2017).

The nonbank e-money providers are another form of payment service providers.
Nonbanks are not licensed as banks but provide loans, money transfers and other
financial services that are normally offered by conventional banks. They include
financial institutions such as insurance companies and pension funds, finance
companies, broker-dealers, money market funds, hedge funds, other investment
funds and central counterparties (Aldasoro, Huang, & Kemp, 2020). “Nonbank
money is digital money held as balances at nonbank financial service providers” (The
Federal Reserve, 2022, p.5). They conduct balance transfers on their own books
using a range of technologies such as mobile apps (The Federal Reserve, 2022). M-
PESA e-payment is an admirable success story which has expanded access to basic
financial services to millions of underserved Kenyans in Africa (Nery, 2021). Its
financial service provider, Safaricom, Kenya’s largest mobile network operator, was
able to reach the customers with affordable payment service because of three success
factors, namely, their existing customer base, marketing capabilities and physical
distribution infrastructure (Nery, 2021).

3.24 Media and content promoters

The media and content promoters ate critical for the payment ecosystem to promote
and market cashless payment systems. Eight studies have discussed their adoption
factors (Table 4). For example, Singh et al. (2019) drew insights from Twitter
analytics to study adoption of digital payments in India and found that social media
marketing is used for the promotion of digital payment systems. Twitter is
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extensively used by payment service providers to make the consumers aware of their
products as well as using Twitter as a platform to promote themselves (Singh et al.,
2019).

Table 4: Determinant factors for media and content promoters

Factors References
- Point-of-purchase communication Singh et al. (2019); Narteh et al.
- Reassurance advertising e.g., TV commercials (2017); Koenig-Lewis et al.
- Social influence e.g., Experts’ opinions, Social (2015); Darma and Noviana
media influencers, Word-Of-Mouth (2020); Kalinic and Marinkovic
- Awareness of Products & Services (2016); Bailey et al. (2020); Kaur
- Awareness of Payment Technology et al. (2020); Nguyen (2018)

Apart from the social media networking, the cashless payment service providers use
different communication channels to deliver messages such as ‘Point-of-purchase
communication’ where payment service providers like banks, FinTech companies,
Telcos, etc., display banners, posters and billboards that highlight the advantages of
cashless payments. The digital payment products and services are also promoted
through catalogues, booklets and leaflets containing clear information about the
available services targeted to the consumers in retail stores, bank offices, shopping
malls, cinemas and mobile phone stores (Nguyen, 2018). Promotions are also
distributed through television as “T'V commercials’ and on the radio. The cashless
payment providers incorporate their services in TV programmes, movies, and
financial and technological events to reach out to their consumers recommending
available payment technologies (Nguyen, 2018). For instance, it was found that
attitude towards digital payment was negatively impacted by perceived risk and trust;
therefore, service providers use “T'V commercials’ to show that digital payment
systems are being accepted by various retailers and used by other consumers. This
reassurance advertising proved persuasive given that socio-cultural influence also

has a strong influence on attitude towards cashless payment (e.g., Bailey et al., 2020).

One of the factors related to Media and Content Promoters is the ‘social influence’
(Narteh, Mahmoud, & Amoh, 2017; Bailey et al., 2020). This includes both external and
interpersonal social influence. External social influence includes non-personal

information such as mass media reports, expert opinions, etc., and the interpersonal
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social influence refers to word-of-mouth from peer groups (Bailey et al., 2020; Kaur
et al., 2020). For example, social influence had a positive impact on use of e-payment
among Serbian consumers (Kalinic & Marinkovic, 2016) and reduced the perceived
risk of mobile payment adoption among young French consumers (Koenig-Lewis et
al., 2015).

3.2.5 Regulators and Policymakers

Fourteen articles discussed regulators and policymakers as participants in the
cashless payment ecosystem (Table 5). They are critical for the smooth functioning
of ecosystem. These actors frame the payment system policies and regulate them.
The US Federal Reserve report 2022 states that for a nation’s economy to function
smoothly, the citizens must have confidence in the nation’s money and payment
services. The central banks as regulators work towards maintaining public trust and
confidence by fostering monetary and financial stability and implementing safe and
efficient payment system (The Federal Reserve, 2022). Thus, a well-functioning and
trustworthy payment policy framework should be assured by the central bank which is
viewed as a public good that warrants direct involvement of the regulatory body of
the state. The government as a statutory body maintains a stable store of value and
unit of account, and ensures that the payment system is safe, efficient and inclusive
(Armelius et al., 2020; Senyo et al., 2022; The Federal Reserve, 2022). Further, the
government has the role to protect personal integrity by ensuring that personal data
generated by commercial companies during the purchases are not stored and

misused for commercial purposes (Armelius et al., 2020).

Table 5: Determinant factors for Regulators and Policymakers

Factors References

- Policy framework (Well-functioning and | Danchev et al. (2020); Rohimah et al.

trustworthy payment policy) (2019); Soutter et al. (2019); Singh et al.
- Financial inclusion Policy (2019); Senyo et al. (2022); Akanfe,

- IT Governance Valecha, and Rao (2020); Arvidsson

- Conducive environment (2019a); The Federal Reserve, 2022;

- Effective legal system Armelius et al., 2020; Waalan and Olsen.

(2019); Singh et al. (2018); Nguyen (2018);
Kaur et al. (2020); Xena and Rahadi
(2019); Ladkoom and Thanasopon (2020)
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The policy makers such as governments or central banks should be context specific,
sensitive and have a positive impact on the other actors of the ecosystem. They work
in coordination with the other players, like private and public financial institutions
and payment service providers, to frame policies on innovative technology systems
(Singh et al., 2018).

The regulators and policymakers establish a payment system that works for all
individuals in society. They ensure regulations in place to build ICT infrastructure
through which payment service providers can provide affordable and secure cashless
payment systems. In the same way, through policy change, the policymakers create
conducive environments’ for the new businesses to foster market entry which enhance
cashless payment solutions. They also focus on implementing efficient legal
framework whereby it takes less time and resource in settling disputes related to
cashless payment systems (APEC, 2015). Financial inclusion (Fraczek & Urbanek,
2021; Kabakova & Plaksenkov, 2018) is one of the primatry factors for the
policymakers when it comes to policy implementation relating to cashless payment
systems. The financial inclusion policy and regulatory issues exist not only in the
developing countries but also prevail in the developed cashless leading nations
(Waalan & Olsen., 2019). Certain groups in society, such as the elderly and groups
with different forms of disability, find it hard to pay with digital forms of payment.
Moreover, in some countries, most retailers no longer accept cash as a payment
(Waalan & Olsen., 2019). Therefore, it is the role of the governments or
policymakers to develop policies ensuring financial inclusion for everyone in the
society. The situation of digital divide leading to financial exclusion is unacceptable
(Arvidsson, 2019a). Furthermore, payments run on trust; thus, it is crucial to enforce
regulation and laws which ensure privacy and integrity for people to use digital
payments (Arvidsson, 2019a). For example, Thai government initiated ‘PromptPay’
a national e-payment initiative to reduce the use of cash and catalyze the adoption
of e-payment (Ladkoom & Thanasopon, 2020). Similatly, in Ghana, the Ghanaian
central bank as a regulating body supported FinTech companies through providing
licensing regime to regulate the payment ecosystem (Senyo et al. 2022).
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3.2.6 Infrastructure

Eight studies highlighted the importance of infrastructure as a participating actor of
cashless payment ecosystem (Table 6). The infrastructure in the context of digital
platforms constitutes large-scale socio-technical projects that are aimed at the
ubiquitous and reliable provision of a service (Plantin & De Seta, 2019). The internet
network connectivity, smartphone penetration, power supply, biometrics,
tokenisation, cloud computing, blockchain, cybersecurity, wearable technology, and
the Internet of Things, etc., are some of the infrastructures relevant for cashless

payments.

The ‘internet connectivity’ is essential for the cashless society to thrive and this is
highlighted by many researchers (e.g., Jocevskia et al., 2020; Singh et al., 2018;
Soutter et al., 2019). For example, the ‘Chinese internet’ is dominated by the search
engine Baidu, an e-commerce site Alibaba, and a messaging software Tencent. These
three internet companies operate and serve as an internet service provider for other
infrastructural domains such as artificial intelligence, cloud computing, mobile
payments and other financial services, etc., similar to Alphabet, Amazon and
Facebook in the USA (Plantin & De Seta, 2019).

Table 6: Determinant factors for infrastructure

Factors References
- Internet network connectivity (Smooth Payment Soutter et al. (2019); Singh et al.
network) (2018); Vinitha and Vasantha
- Digital ID scheme, (2020); Fraczek and Urbanek
- Biometrics (2021); Jocevskia et al. (2020);
- Cloud computing APEC (2015); Capgemini (2022);
- Blockchain Plantin and De Seta (2019)
- Cybersecurity

Infrastructure plays a key role in safeguarding consumers and merchants from fraud
and identity theft. For example, contactless payments’ popularity during the
pandemic has prompted the need for a robust digital ID infrastructure (Capgemini,
2022). According to the World Payment Report 2022, digital ID infrastructure will
be the key as payments become transparent (Capgemini, 2022). Across the world,

governments are launching national identity initiatives. For instance, the European
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Commission will be launching an identity verification toolbox by September, 2022
and several other countries like Australia, Canada and New Zealand are following
through. These infrastructural changes in the payment industry will help unify access
and will facilitate regulations such as PSD2 and open banking to thrive on a shared
and integrated digital ID scheme. For example, the National Institute of Standards
and Technology (NIST) in the United States published new Digital Identity
Guidelines (SP 800-63-3) to incorporate ‘biometrics’ for password-less
authentication (Capgemini, 2022).

3.3 The Ecosystem

As shown in Figure 1, the cashless payment ecosystem has been brought into
existence through the convergence of six actors with individual factors that
determine their adoption of cashless payment. The first two actors, consumers and
merchants, focus mainly on the actual ‘demand side’ of the cashless payment
ecosystem as their adoption and usage of cashless payment are key to the thriving
cashless payment ecosystem. They are influenced by the economic use of the various
cashless payment technologies such as card payments, e-payments, mobile
payments, cryptocurrencies. The factors such as trust and privacy, security and risk,
cost and revenue, and ‘ease of use’ and usefulness; influence them to adopt the
cashless payment system (e.g., Nuryyev et al., 2021; Qiu et al., 2019; Patil et al., 2018).
On the other hand, the third actor, ‘payment service providers’, and fourth, ‘media
and content promotet’ generally fall under the ‘supply-side’ of the cashless payment

ecosystem.

Their adoption of cashless payment is influenced by economies’ readiness to develop
innovative cashless payment products and services. Their participation in the
ecosystem Is influenced by factors such as level of competitiveness, capacity to
innovate, marketing capabilities, consumer and merchant satisfaction level,
awareness of products and services (Bailey et al., 2020; Chadha, 2018; The Federal
Reserve, 2022; Nery, 2021).
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Figure 1: Determinant factors for the adoption of Cashless payment ecosystem

The fifth actor, regulators and policymakers focus on framing cashless payment
system policies and regulations for smooth functioning and creating conducive
environment. They provide the necessary IT governance and put in place the
regulations and policies needed to build cashless payment infrastructure through
which affordable and secure payment services can be provided. One of the main
factors that determine the role of policymakers in the adoption of cashless payment
system is that they implement payment policies that work for all, thus, financial
inclusion policy is considered a critical factor when building cashless payment
systems (e.g., Fraczek & Urbanek, 2021; Kabakova & Plaksenkov, 2018). The
cashless payment infrastructure is the sixth participating actor of the ecosystem. The
expansion of cashless payment system mainly depends on reliable and secure
physical network to cater across the society. The focus is on the reach and making
available of the fundamental services required for the cashless payment system such
as internet network connectivity, digital ID scheme, cloud computing, cybersecurity,
blockchain etc.
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4 Conclusion

With the use of scoping literature review, six participating interlinked actors of the
cashless payment ecosystem are identified: consumers, merchants, service providers,
media & content promoters, regulators & policymakers, and infrastructure. These
six key actors are considered to be the building blocks of a cashless payment
ecosystem.. The study found that the consumers and merchants were mainly
influenced by perceived trust and privacy, security and perceived risks, whereas the
media & content promoters’ adoption play a role on social influence and point-of-
purchase communication. And similarly, the service providers were determined by
their capacity to innovate new payment systems. For the regulators & policymakers,
their role in adoption of cashless payment is determined by their ability to frame
well-functioning and trustworthy payment policies leading to a conducive
environment while the infrastructure focuses on providing reliable and secure

physical network.

The paper contributes towards the existing literature by proposing an ecosystem
which provides a holistic perspective of the cashless payment. The insights from
adoption factors and the analytical ecosystem provide a comprehensive view and
understanding of the crucial role each actor plays in the cashless payment ecosystem.
These findings also provide some insight for policymakers to address existing
adoption concerns for a successful transition towards a cashless society. Moreover,
the proposed ecosystem can serve as a basis for further empirical investigation and

validation by the future researchers.

This study has limitations as it only focuses on the identification of the ecosystem
actors and their participation in adoption. Future study can be conducted to examine
each actor in depth through empirical findings. The influencing factors for the actors
can also be studied in detail by using mediating and moderating effects of
independent and dependent constructs. There are also some opportunities for future
studies. For instance, the issue of cashless payment adoption has been escalated due
to the Covid-19 pandemic. However, its effect on the adoption is not covered in this
study. Therefore, future researchers can focus on change in determinant factors or

roles of the actors because of the pandemic.
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1 Introduction

Social media platforms such as Facebook (I'B) offer users a rich experience through
various possibilities for communication and networking as well as for consuming
information from other users or numerous information sources (Young et al., 2017).
These rich experiences offer a wide range of gratifications that emerged as a »...
powerfil source for the satisfaction of basic psychological and social needs« (Meier, Meltzer &
Reinecke, 2018, p. 167), but also result in problematic FB addiction and overuse.
One motivation for FB use that is often related to addiction is escapism (Meier,
Meltzer & Reinecke, 2018; Ryan et al., 2014; Masur et al., 2014; Papacharissi &
Mendelson, 2011). Escapism is in general defined as an escape from unpleasant
realities via media usage (Zeuge, 2020). It is associated with avoidance oriented
coping mechanism (Meier, Meltzer & Reinecke, 2018; Hoffmann et al.,, 2017; Ryan
et al., 2014) and several authors have identified escapism as a major motivation for
repetitive and addictive FB use (Meier, Meltzer & Reinecke, 2018; Young et al.; 2017;
Masur et al.; 2014; Ryan, et al., 2014). Escapist I'B use can furthermore negatively
impact user reactions to other B activities such as brand communication
(Triantafillidou & Siomkos, 2018) or online political participation (Hoffmann et al.,
2017).

Most of existing studies dedicated to the analysis of escapist use of FB consider a
general use of B as a homogeneous environment (Meier, Meltzer & Reinecke, 2018;
Tang et al.,, 2016, Ryan et al., 2014; Masur et al., 2014). Only few studies differentiate
amonyg different types of FB usage pursued by specific groups of users or resulting
from using specific FB features (Young et al., 2017; Hoffmann et al., 2017; Smock
etal.,, 2011) Furthermore, in all studies FB use is assumed to be intentional, planned,
habitual and self-initiated by users. However, FB also tries to provoke additional,
unplanned use by proactively triggering users back to the platform with FB push
notification (FPN) (Turel & Qahr-Saremi, 2018). While Turel & Qahri-Saremi,
(2018) try to explain unplanned use of social media in general by referring to the
dual system theoty, triggered FB use by FPN has not been considered as a specific
unplanned use in FB escapism research yet. The aim of this study is to further
investigate this specific type of unplanned FB usage, focusing thereby on the

following research questions:
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1. Which users’ personality traits are predictors of active use of FPNs?
2. Does reaction on FPNs result in triggered escapist use of FB?
3. What are the consequences of triggered escapist use of FB?

2 Theoretical Background and Hypotheses Development
2.1 Facebook Escapism

According to (Meier, Meltzer & Reinecke, 2018) escapist use of media is one of the
oldest media uses and effects research that goes back to the 1950s. Escapism in
general denotes an escape through media use from unpleasant realities by distracting
attention from problems (Zeuge, 2020), dissatisfying life circumstances and the
troubles of everyday life (Meier, Meltzer & Reinecke, 2018). It is furthermore
associated with avoidance oriented coping mechanism (Meier, Meltzer & Reinecke,
2018; Hoffmann et al., 2017). For example, (Triantafillidou & Siomkos, 2018) regard
escapism as part of users' FB experience resulting from brand communication and
consider it to entail consumer's fantasies and imagination of living in a different
world and playing alternative roles through consumption. Because of all these
rewarding gratifications of escapist I'B use, several authors have identified escapism
as a major motivation for FB use that negativly affects users' well-being by resulting
in FB addiction and overuse (Meier, Meltzer & Reinecke, 2018; Young et al.; 2017;
Masur et al.; 2014; Ryan, et al., 2014). Escapist use of FB impacts also other reactions
of users. For example, according to (Triantafillidou & Siomkos, 2018) escapist use
of B diminishes the reaction of users on brand communication. According to
(Triantafillidou and Siomkos, 2018 ) »....consumers might not be inclined to interact even in
simple ways with a brand page that causes them to imagine being in a different time and place or
Pplaying an alternative role» Hoffman et al., 2017 discovered that consumptive FB use
in escapist way, strengthens the already negative effect of consumptive FB use on

online political participation.

While most of the studies cosider a general use of FB, only a few studies explore
different types of B usage seperately: For example, Smock et al. (2011) found
differences between motivations for both general FB use and use of its specific
features. Young et al., (2017) differentiate among active and passive FB use and
discovered that passive FB use is a less effective method to escape than active FB

use. (Meier, Meltzer & Reinecke, 2018) compare FB escapism and procrastination
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und point out their similarities and differences. However, despite of the differences
both escapist and procrastinators are prone to turn to media activities that promise
a pleasurable distraction, at least in the short term (Meier, Meltzer & Reinecke, 2018).
Hoffman et al., (2017) distinguish among consumptive, participatory and productive
use of FB and discovered that escapistic FB use can moderate negatively online

political participation.

Despite of the differences related to the FB usage types, all these studies have one
common characteristic: FB use is assumed to be intentional, habitual and self-
initiated by users. Triggered, i.e. unplanned FB use and its consequences on uset's

behaviour and well-being have not been explored in literature yet.
2.2 Facebook Push Notification (FPN)

Push notifications are short messages that are send from an application installed on
a device and appear on the device's screen, when the app they originate from is not
active. The goal of push notification is to proactively inform and activate users and
to re-establish the connection to the originating app or companies and their offerings
by triggering them back to them. To achieve this, push notification are addressing
the psychological phenomenon »Fear of Missing Out (FoMO)« (Fahlman, Mejtoft
& Cripps, 2018) and provke an endogeneous impulse to check the information
announced by the notification immediately (Iyer & Zhing, 2022). FPN try to achieve
this effect by informing users about new contributions from their friends, likes to
their contributions, information or other new developents on FB that are of high
personal interest to the adressed users. FPN are therefore important persuasive and
motivational instruments to proactively contact users and to trigger them back to
FB (see also Fogg & lizawa, 2008). As FPN point to and request a concrete action
from users the question is, if users once triggered back to the platform perform only
the activity promoted by the FPN or get immersed into the offered services and use
I'B beyond this activity.

FPNs typically reach users while they are performing activities and everyday routines
outside FB (Xu & Ding, 2014). Thus, they are often considered as interruptive and
disturbing (Pielot, Church & Oliveira, 2014; Xu & Ding, 2014; Westermann, 2017)
and lead to triggered, i.e., unplanned and unintended FB use. To prevent negative

consequences from FPN, over recent years, FPN are provided per default in an opt-
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out form and must be allowed by users explicitly. Despite of this opportunity to
switch of FPN, according to Statista (2021) about 40% of users in the USA agree to
receive push notification from social media and messenger even several times a day.
This high interest in receiving FPN illustrates that FPN are still powerful persuasive
instruments that have high potential to trigger user reactions. Of interest is who are
the users that accept FPN and which personality traits result in an active use of FPN.
Furthermore, as FPN are short and very focused, the question is if they can trigger

escapist use of FB that goes beyond the activity announced in the notification.

2.3 Predictors of Facebook Push Notification Use and Triggered
Escapism

As FPN are initiators of B usage, it is assumed that personal predictors of IB use
identified by existing research might be also predictors of active reactions on FPN.
Based on existing literature the following personal trait predictors were identified as
potential predictors of FB usage: need for cognition, self control, loneliness and life
satisfaction (Meier, Meltzer & Reinecke, 2018; Turel & Qahri-Saremi, 2018; Ryan, et
al., 2014, ). Furthermore, research on push notification has also identified »usability,
i.e. the design and usefulness of push notification as predictors of their use (Iyer &
Zhong, 2022; Fahlman, Mejtoft & Cripps, 2018).

Need for cognition is a personality trait reflecting the extent to which individuals
are inclined towards effortful cognitive activities (Cacioppo, Petty, & Morris 1983).
Individuals looking for mood regulation are attracted to an entertaining, absorbing
and escapist media experience that facilitates a heuristic way of cognitive processing
(Bartsch & Schneider, 2014). As FPN aim to trigger users into FB with short and
easy to understand messages, it is expected that a lower need for cognition leads to
a positive reaction of FPN and higher levels of triggered FB escapism. Therefore,
we have formulated the following hypothesis:

H1. Need for cognition is negatively related to triggered B escapism.

Self-control has been defined as “zhe ability to override or change one’s inner responses, as
well as to interrupt undesired bebavioral tendencies and refrain from acting on thew’” (Tangney,
Baumeister, & Boone, 2004, p. 275). It is seen as a cognitive behavior that tolerates
short-time discomfort in order to achieve long-term goals (Myrseth & Fishbach,
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2009). Individuals that can resist immediate pleasure by postponing gratifications
have high self-control (Hofmann et al., 2014). Therefore, it is expected that
individuals with low self-control are more prone to actively react on FPN more often
even in situations when they have other things to do. Thus, it is assumed that self-
control has a negative effect on a positive reaction of FPN and respectively on
triggered I'B escapism. Accordingly, we propose the following hypothesis:

H2. Self-control is negatively related to triggered FB escapism.

Loneliness occurs when “a person’s network of social relationships is smaller or less satisfying
than the person’s desires” (Peplau & Perlman, 1979, p. 101). Previous studies have
demonstrated that loneliness is a predictor of FB use (see for example the meta-
analysis of Song et al., 2014). Based on the presented findings, the assumption is
made that lonely individuals react upon FPN more often and might be more prone
to triggered FB escapism than non-lonely individuals. According to these
assumptions, the following hypothesis is proposed:

H3. Loneliness is positively related to triggered FB escapism.

Life satisfaction has been defined as the global judgment of a person’s life (Pavot
& Diener, 1993). Several studies confirm a negative relationship between life
satisfaction as well as FB addiction and escapism (see for example Blachnio,
Przepiorka & Pantic, 2016). Combining these results, we argue that escapist use of
IB is used to balance real life discontent. Thus, the following is predicted:

H4. Life satisfaction is negatively related to triggered F'B escapism.

Usability of FPN is considered an important success factor for an active reaction
of users (Fahlman, Mejtoft & Cripps, 2018; Lyer & Zhong). FPN are sent proactively
to users and usually reach them, when they are occupied with other activities. The
notification must tear users away from their activities and can only be successful if
it is easy to comprehend, perceived as relevant, useful, and easy to react on it (see
also Pielot, Church & de Oliveira, 2014; Westermann, 2017). Thus, perceived high
usability and usefulness are expected to be positively related to active reaction on

FPN and triggered FB escapism and result in the following hypothesis:

H5. Usability and usefulness are positively related to triggered F'B escapism.
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2.3 Descendants of Triggered FB Escapism

While early research on escapism contains a negative discourse about it, recent
literature demonstrates that escapism also provides a way for mental relaxation and
thus can release stress and improve mood (Zeuge, 2020). In fact, positive
experiences and gratification resulting from escapist use of FB are a necessaty
prerequisite for a repititive positive reaction of FPN. In accordance with published
effects of escapist FB use (i.e., Masur et al., 2014), the following implication were
explored for triggered FB escapism: feeling of guilt and enjoyment as well as intrinsic

need satisfaction as autonomy, competence, and relatedness (Ryan et al., 2014).

Feeling of Guilt and Enjoyment: Particularly triggered FB use might result in the
feeling of guilt as it provokes unplanned FB use on the expense of other activities.
Guilt operates through multiple psychological mechanisms and influences one’s
motivation to even stop reacting on FPN and using FB (Turel, 2015). Based on these
findings, the following hypothesis are proposed:

Ho. Triggered FB escapism is negatively related o feeling of guilt resulting from FB usage.
H?7. Triggered FB escapism is positively related to FB enjoyment.

Eudaimonic need satisfaction: According to existing literature FB can stimulate
not only hedonic experiences but also rewarding social and cognitive experiences
(Zeuge, 2020). Self-determination theory (Ryan & Deci, 2000) — which is a well-
established approach within the eudaimonic research perspective — suggests that
individuals strive for the fulfillment of the following intrinsic needs: 1) the need for
autonomy, described as a feeling of volition and freedom of choice (Ryan & Deci,
2006). An individual senses autonomy when he/she can think and act freely from
external constraints. 2) The need for competence, referring to feelings of efficiency
and capability satisfied through ideal challenges and positive feedback (Ryan, 1995).
3) The need for relatedness and close social relationships. This need is shaped by the
desire of belonging, closeness and intimacy with others (Ryan & Deci, 2000). The
fulfillment of these three needs can positively influence psychological well-being
(Reis et al., 2000; Reinecke, 2012). Regarding the abovementioned considerations,
the following hypothesis are proposed:
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HS. Triggered FB escapism is positively related to antonomy.
HY. Triggered FB escapism is positively related to competence.

HT10. Triggered FB escapism is positively related to relatedness.

Duration of Stay: As mentioned above, we hypothesize that FPN can initiate longer
stays, if the user reacting on a notification gets immersed onto the platform and
consumes available content and services in an escapist way.

HT11. Triggered FB escapism is positively related to a duration of stay of 0 — 10 minutes.

H12. Triggered FB escapism is positively related to a duration of stay of 10 — 20 minutes.

HT13. Triggered FB escapism is positively related to a duration of stay of 20 — 30 minutes.

The resulting research model is summarized in Figure 1:

Feeling of Guilt
Need for Cognition
Hl.
Enjoyment
Self-Control H2.
Autonomy
Lonel H3. Triggered Facebook
Escapism
H4.
Competence
Life Satisfaction H5
Relatedness
Usability
Duration of Stay

0—10 min.

10 — 20 min.

20 — 30 min.

Figure 1: Research Model
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3 Method

In order to test the developed hypotheses and answer the research questions, 442
undergraduate and graduate students from a large university in the USA participated
in an online questionnaire. Students enrolled in business school coutses patticipated
in the survey as part of a research lab-seminar (respondent rate = 100%). Both
genders were equally represented in the study group (54% females) Participants were
between 18 and 35 years old. A majority of the participants (36%) were 20 years old.
Only 3% of participants held a Master’s or Doctoral degree, while undergraduate
students represented 69% of those surveyed. Overall, 85% of respondents indicated
themselves as students. 403 participants (93.3%) have a FB profile. 106 (26.8%)
participants use FB daily and 145 (36.6%) several times a day. Most of the
participants, 305 (69%) stay on I'B up to one hour and 237 (59.1%) allow FPN.

Measurement model: Triggered FB escapism was measured with six items that
were developed in close reference to existing operationalizations (e.g. Katz et al.,
1973; Meier et al., 2016; Papacharissi & Mendelson, 2011): forgetting worries and
problems of everyday life, escaping from reality, distraction and mood management
such as relaxation and unwind. The duration of the triggered visit was measured as
being 0 — 10, 10 — 20, and 20 — 30 minutes. The predictor and descendants of
triggered FB escapism were measured based on scales proposed by literature
mentioned in the theoretical section. The complete measurement model contains 11

latent constructs and 46 items.

Before testing the structural model, we exploited the measurement model, as
suggested by Gerbing and Anderson (1988). Hence, a confirmatory factor analysis
was implemented to test for uni-dimensionality and scale reliability on the construct
level. Cronbach's alpha (x), composite reliability (C.R.) and average vatiance
extracted (AVE) were calculated. This approach caused the removal of one item
from the need of cognition scale, due to the induced decrease of the reliability
coefficients. After this regulation, the Cronbach’s alpha values ranged from to 0.726
to 0.976, exceeding the recommended 0.7 threshold (Blanz, 2015) and indicating
acceptable internal and composite reliability. Assessing convergent and discriminant
validity provided acceptable evidence for construct validity (Fornell & Larcker,
1981). CR values ranged from 0.752 to 0.972, exceeding the recommended 0.7
threshold (Raykov, 1997) and indicating good construct reliability (Fornell &
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Larcker, 1981). AVE values for all scales exceeded the recommend threshold of 0.5
(Hair et al., 1998) indicating acceptable convergent validity. The means ranged from
1.38 and 4.27 and the standard deviation amounts to 0.72 and 1.18. Regarding
discriminant validity, the AVE value for each pair of constructs was compared with
the square of the correlation between the two constructs (Fornell & Larcker, 1981).
The Fornell-Larcker-Criterion fulfills the necessary requirements and shows the
discriminant validity of the model (Fornell & Larcker, 1981).

Results: The overall model shows strong confirmation for most of the hypotheses
as ten of thirteen hypothesized and estimated paths are significant (p < 0.05) (see
Table 1). Usability has the strongest effect on FPN and triggered IB escapism
(8=0.29, p < 0.001), followed by self-control (8 =-0.19, p < 0.01). Thus, users are
more likely to respond to FPN when the usability of the notification is high, and
their self-control is low. There is no significant direct impact from the remaining
three independent variables. Regarding the effects of triggered FB escapism on user
experience, the results show that all relationships are (highly) significant (see Table
1). This confirms the results of existing research (i.e., Shi et al. (2010) or Langrial
(2015)). Moreover, triggered FB escapism is strongly negatively linked to the feeling
of guilt (3=-0.46, p<0.001). Thus, FPNs can initiate positive entertainment feelings

without causing a negative feeling afterwards.

Another interesting finding for the impact of triggered FB escapism is that a shorter
time of stay (0—10 minutes) is strongly negatively linked (8=-0.31, p<0.001) in
contrast to a longer duration of stay such as 10-20 minutes (3=0.26, p<0.001) and
20-30 minutes (3=0.12, p<0.05).

Table 1:— Parameter Estimates and Hypothesis Testing

Relationship Std. Estimate Result
(t-value)

H1. Need for cognition is negatively related | 0.018 (0.300) not

to PN and Triggered Escapism supported

H2. Self-control is negatively related to PN and | -0.192 (-2.610)** supported

Triggered Escapism

H3. Loneliness is positively related to PN and | 0.070 (0.831) not

triggered Escapism supported

H4. Life satisfaction is negatively related to PN | -0.002 (-0.020) not

and Triggered Escapism supported
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H5. Usability is positively related to PN and | 0.288 (3.818)*** supported
Triggered Escapism

H6. Triggered Escapism is negatively related to | -0.457 (-9.704)*** supported
Feeling of Guilt

H7. Triggered Escapism is positively related to | 0.266 (4.414)*** supported
Enjoyment

HS8. Triggered Escapism is positively related to | 0.237 (2.993)** supported
Autonomy

HO. Triggered Escapism is positively related to | 0.345 (5.328)%*** supported
Competence

H10. Triggered Escapism is positively related | 0.393 (7.014)*** supported

to Relatedness

H11. Triggered Escapism is positively related | -0.314 (-5.687)*** supported
to Duration of Stay (0-10 min.)

H12. Triggered Escapism is positively related | 0.259 (4.356)*** supported
to Duration of Stay (10-20 min.)
H13. Triggered Escapism is positively related | 0.125 (2.233)* supported

to Duration of Stay (20-30 min.)
*p<005 *p<001 **p<000]

4 Discussion

In this paper, the unplanned and spontancous use of FB triggered by FPN is
explored. The concept of triggered B use was introduced as a new type of I'B usage
that is provoked intentionally by FB with personal FPN. The findings resulting from
the research presented in the paper show that FPN are powerful instruments to get
users back to the platform. Even though FPN typically trigger users with one specific
announcement (i.e., you have a new like to your post), most users that react on them get
immersed by the broad and persuasive offerings of FB and stay longer on the
platform than it is necessary to act upon the activities promoted by the FPN. These
longer stays often have escapist characteristics. Thus, FPN provide users an
opportunity to escape spontaneously from the current activities and psychological
states when FPN arrive. With other words, on many occasions FPN might be a
welcomed destruction of ongoing activities. Positive gratification resulting from
such spontaneous visits lays the ground for future positive reactions on FPN as users

try to repeat the rewarding experience.
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With respect to the first research question the research results revealed that
antecedents with significant positive impact on FPN reaction and initiation of
triggered FB escapism are low self-control and high-perceived usability of the
notification. This are typically also users that do not take advantage of the
opportunity to switch FPN of. The fact that 59.1% of the survey participants and
according to Statista (2021) 40% of USA wusers allow FPN shows that the
opportunity to self-regulate FPN does not protect users in sufficient manner yet.
Further measures are necessary to increase the protection for users. The finding
points also to the importance of the appropriate design of FPN. The high proportion
of users that react on FPN shows that platforms have learned how to design push

notification in highly persuasive way.

Second, we analyzed the potential triggering of FB escapism through FPN (2nd
research question). Our empirical results show that FPN can result in triggered B
escapism. Users do not consume only the specific service promoted by the FPN,
but once they enter the platform, they stay among 10 — 20 minutes and even longer.

Thus, FPN favor and provoke addictive overuse of FB.

Finally, the consequences of triggered FB escapism were assessed. The most
surprising results are the positive user gratification and experiences resulting from
triggered B escapism. Even though FPN reach users unexpectedly, when they
might be busy with other obligations, reacting on them seems not to provoke feeling
of guilt. This might be explained with the compensation from the rewarding

experiences in terms of autonomy, competence and relatedness.

Opverall, it can be concluded that FPN are successful trigger, or in terms of (Eyal,
2014) hooks that can initiate a persuasive “Hooked” cycle.

4 Conslusion, Limitations and Further Research

With the above results, the study presented in this paper provides the following

scientific contributions:

e Analysis of ascendant and descendant of unplanned IB use provoked by

FPN, that have not been considered in research yet. This study goes beyond
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studies that consider unplanned social media use in general (see for example
Turel & Qahr-Saremi, 2018)

e Introduction of the concept of triggered FB escapism. Compared to
escapism in classical media, the ability of FB to trigger escapism is a unique
feature of interactive media. Classical media have no interactive connection

to their audiences and cannot proactively trigger media use.

The major practical contribution of the study is the insight that current practices that
allows users to explicitly opt-in for FPN are not sufficiently protective. Further,
cthical designs of FPN are required. One option might be to providing a summary
of FPNs only at specific timepoints and frequencies defined by the users.

Despite of the scientific and practical contribution, the study has also several
limitations: The survey participants were students and are therefore representing
only a subgroup of the general user population of FB. Since other factors, e.g.,
flexibility in daily time schedule (students are more flexible than employees) or
familiarity with media usage (older vs. younger populations) can influence the
responsiveness to FPN other target groups should be investigated. Also push
notifications differ between different platforms, making it necessary to investigate
the influence of push notifications for different platforms individually. The survey
also concentrated on US students. Due to cultural differences, results in other
countries might be different. Since excessive media use has a negative impact on
individuals additional research is needed on how FPN could be created in a more

ethical way.
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1 Introduction

The European Government's sustainability goal to reach zero-emission by 2050
provided the trigger for this research (Rijksoverheid, n.d.). The Province of Utrecht
(hence province) exists of twenty-six municipalities that together present an
estimated number of 1,36 million inhabitants (Provincie Utrecht, 2019). Each
municipality and the province itself perform the role of road authority. The province
questioned their utilization of available mobility data as a mean to change
inhabitants’ behavior about their day-to-day transportation modality choices. To
date, the use of available data from different external data providers has not delivered
the expected results. Currently, the Netherlands hosts 22.8 million bicycles with an
average of 1.3 bicycles per citizen (Fietsersbond, 2020). With annual sales reaching
between the 900,000 to 1,400,000 bikes (Railvereniging, 2021) of which 50% are
currently e-bikes the province wants to turn these available assets into "zero emission’
transport options. Analyzing all twenty-six mobility plans of the municipalities
showed 38% the word ’bicycle’ and 32% the word ‘car’. All plans showed a strong
interest in bow to replace the car by bike trips. This narrowed the research scope of this
study down to the bicycle as transport modality. Although the well-developed
cycling infrastructure in the Netherlands helped reducing car trips in general, the
road authorities want to further increase transport by bicycle. For this, available
bicycle-data need to become indicators that positively influence mobility behavior.
Therefore, the research question formulated is: "Which data leads to specific information
that helps road authorities to nudge travelers’ mobility choice towards bicycle use?" This main

question led to three sub-questions:

1. What factors positively stimulate the traveler’s decision to use a bicycle?

2. Which factors related to stimulating bicycle use can the province obtain
from the twelve bicycle-data-items?

3. Which differences form the gap between the twelve bicycle-data-items of
the province and that of the travelers’ decision factors found at sub-

question one?

This paper presents a theoretical background followed by the research approach.
Subsequently, the research results, conclusions and recommendations to the

province follow. The paper ends with limitations and a discussion.
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2 Theoretical backgrounds

In 2005 the EU started to address sustainable mobility in the thematic strategy on
urban environment (EC, 2005). In 2009, this grew into the Sustainable Urban
Mobility Planning (SUMP) approach and within four years a guideline for use by
municipalities of the EU countries was added (EC, 2009; EC, 2013). Different
studies show that the success of adopting SUMP in EU countries depended on
municipalities goals and vision that often miss climate change and social equity.
However, the SUMP itself missed specific guidance and a common framework for
equity evaluation to offer equal assessments among cities (Urban Mobility
Observatory, 2022) as well as adequate smart climate targets that are necessary to
achieve the sustainable goals (Mozos-Blanco et al., 2018). The goal of zero emission
increases the importance of available mobility data at a local level, e.g., presenting
numbers and volumes of types of mobilities used as well as the motivation for a
mobility choice. Therefore, regardless SUMP, the mobility transition requires a data
driven approach as picked up by the provence.

2.1 Literature review

Prior to understanding the data driven mobility transition challenge of the province
this study first defined the terms: Mobility and bebavior, City based transport, and Data
driven mobility. Using Google Scholar and HUGO (the university's search engine)
resulted in 390,459 hits. Adding word combinations, trend information on travelers,
commuters, and bicycle usage and adopting the snowball effect on useful references

resulted in thirty-two useful articles.
2.1.1  Mobility

This study defines mobility as the empowerment of how people or objects can move
(Hazelhorst, Metz, & Schreuders, 2005). As understood from SUMP, due to climate
change Mobility needs proper planning. A mobility plan supports the traffic flow
and helps to manage mobility (Frank Wefering, 2014). For social relevance
municipalities’ traffic policy should centralize the user and focus on explicit intra-
municipality knowledge sharing (Klieverik & Tutert, 2011). Therefore, for this
research a mobility plan for attracting cyclist must focus on the users of the

municipality’s cycle lane infrastructure, whilst the plan is also designed to manage
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traffic flows from e.g., safety perspective. Our daily usage of means of transport
influences our commuting choices (Zeiske, Werff, & Steg, 2021). Sustainable
commuting needs sustainable modality choices and due to Covid-19 the bicycle
proved to be safe, sustainable, and efficient (Fenu, 2021). Travelers can be
inhabitants commuting between home and work, or persons travelling with another
objective. This study concerns travelers, regardless their home location and travel
objective. They travel in the province and/or cross its municipalities. This study
leaves out travelers’ behavior of being the e.g., conscious, forced, pro-health, or

lifestyle cyclists (Biernat, 2018) due to the province missing such behavior data.
2.1.3  City based transport

The European committee asked European cities to adopt sustainable transport
facilities and using eight sustainable principles for this (Urban Mobility Observatory,
2021): the plan must be for the entire functional city; have a long-term vision;
cooperates across institutional boundaries; addresses all transport modes in an
integrated manner; with involvement of citizens and stakeholders; includes
monitoring and evaluation in its design; assesses current and future performance;
and assures quality. Adaptation of sustainability also requires focus on social equity in
supporting all inhabitants with their transport needs (Arsenio, Martens & di
Ciommo, 20106).

Cycling as modality can be integrated with other zero emission modalities. It requires
bicycle facilities as general term for infrastructure and services to encourage bicycle
usage e.g., bicycle parking, storage possibilities, and special bicycle lanes, lighting,
speed ways, etc. (Connecticut ATP, 2018). Safety and parking are important facilities

influencing cycling behavior of citizens.

The transformation towards sustainable road transportation results in new business
models e.g., sharing modalities (Sarasini & Linder, 2018). Flexible rental bicycles at
train stations did reduce car use and increased train trips, and bicycle use for non-
recurrent trips (Martens, 2020). However, these improvements are insufficient to
reach the 2050 sustainability goals. Personal attitudes and preferences, residence,
safety, the difference between destinations, and the time it takes to travel between
these determine mobility behavior (Macharis, 2018) and therefore the adoption of
cycling.
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2.1.4 Data driven mobility

Zhang et al. (2021) show the complexity of using data to support travelling behavior
in an organized city with various parts interacting with each other where achieving
sustainable urban transportation and a resilient society are trends. Therefore the road
authorities require data to guide the complex transition. With data driven mobility

as viewpoint, this study’s main subject is data and data-items.
3 Research approach

To answer the research question an evaluative, deductive research approach using
multiple research methods is followed. Starting with desk research, a survey
(quantitative research) and interviews (qualitative research) followed. Triangulation
was performed managing the desk research data collection as primary, and the survey

and interview data as secondary data.
31 Research model

A gap analysis determined the difference between the data required to nudge citizens
to move from their car to a bicycle as means of transportation (SOLL situation)
versus the data available (IST situation) at the province. The difference found is
object to improvements to achieve the desired result by eliminating the gap (Vries,
2018). The SOLL situation as answer to the first sub-question was found through
the ‘conceptual state analysis’ (CSA), because it offers the ability to develop an
unbiased opinion without effects of investment in time or money in the past. The
CSA process entailed: defining by deploying desk research, znferring by analysis,
exploring via brainstorm sessions with the province data team and a survey, reasoning
about via in-depth interviews, and revising conceptual attributes of a new situation and
their possible values via evaluations (Mordecai & Crawlet, 2021). Next, the IST
(second sub-question) was described by deploying desk research and in-depth
interviews with the province data team. Desk research and in-dept interviews helped
finding the gap (third sub-question).
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3.2 Research methods

Through desk research the scope of the research narrowed down to the bicycle as
means of transportation by travelers and provided insights in required data to
stimulate cycling. The literature found formed the bases for the brainstorm sessions,
the interviews and survey questions. The province data team supported to create a
list of nineteen questions. Family, friends, relatives, and social media followers of
the research team, including the members of the province formed the survey target
group. They all received the survey via a Google Forms page. During the last two
weeks of December 2021 the survey was placed online (LinkedIn, Instagram and
WhatsApp). This resulted in 190 fully answered surveys out of 220 reactions. Sub-
questions one and three used the outcome of the survey to validate the answers

found through desk research.

Three in-depth interviews validated the reliability of the desk research findings. The
interviewee were three different persons associated with bike use: the road authority
of the Municipalities of Utrecht and of Amersfoort, and the ‘bicycle mayor’ of
Utrecht. The data team of the province organized the interviews as digital meetings
via Microsoft Teams. The interview questions were based on desk research and
consultations with the research supervisor and were evaluated with the province data
team. The interviews helped validating the desk research and the descriptions of the

data-items.

4 Results

This section presents the findings in relation to the three sub-questions.

41 Factors that affect the choice to cycle

Based on desk research, brainstorm sessions, interviews, and subsequent analyses a
framework of dimensions and underlying variables that influence the behavior of
cyclists is developed (see Figure 1). Data regarding cycling has two dimensions:

(A) data that can be influenceable by the province and (B) data that cannot. Both

have underlying dimensions of importance. Due to being influenceable this study

focusses on Dimension (A) and its constructs: bicycle lanes, facilities, and the type
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of bicycles. Next to behavior, these three constructs affect the transport modality
choice of travelers. Consequently, the attractiveness of bicycle lanes depends on their
quality and safety (Martens, 2007; ANWB, 2020). To improve safety on bicycle lanes
solutions are available, such as bicycle highways with limited intersections and traffic
lights (Gemeente Zwolle, 2019); heated bicycle lanes to prevent from freezing and
improve safety while cycling in winter (Easypath, 2019); implementing LED
lightning on bicycle lanes to improve safety during darkness with lights that react to

movement and turn on when a cyclist passes by to help motorists notice the cyclists
(Provincie Utrecht (2019).

Figure 1: Dimensions, variables and factors affecting cycling behavior
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Facilities include amenities and accessoties that cyclists require to make their travel
more comfortable. A survey of January 2021 (BIM University of Applied Sciences
Utrecht, 2021) shows that more than 50% of travelers find ‘facilities’ an essential
decision factor for cycling. The survey of January 2022 zooms in at types of facilities
at the arrival location that may influence the decision to go by bike. These are
Secured bicycle parking 68.5%; Unsecured bicycle parking 35.5%; Bicycle province
mp12.7%; Changing facilities 7.6%; Lockers 6.1%; Shower 5.6%. The secured
bicycle parking makes a true difference in the modality choice.
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4.2 Bicycle data province

The twelve available data-items and their priority according to the province does not
fit the priority seen from a cyclist. The province rates data-items: Bigycle parking
(capacity and occupation); Travel behavior and motives; Insight demands and experiences bicycle;
and Personal characteristics cyclist as ‘Low important’ whilst desk research identifies these
items as required to influence cycling. ‘Medium’ ranked data-items ate: Digital main
grid; Type of bicycle (ownership and usage); and Supply and availability bike sharing mainly
because it is relatively easy to get these data-items. ‘High’ ranked are Origin-Destination
pattern, routes, speeds; Information bicycle infra characteristics; Use of cycling network; and Road
safety. This ranking is understandable, due to the influence the province has on these

data-items.

Like Travel behavior and motives, it is important to identify the needs and the persona
of cyclists because not every population group is equally willing to take the bicycle
(Bakker, 2021; CBS, 2019). Also, the survey proved that people who cycle more,
reduce their car movements. Understanding which groups can successfully be
stimulated in behavior, will result in an increase in car replacements. However, the
province priorities are with data related to infrastructure and traffic flow. Interviews
show that opinions on the data-items vary from ‘too much data, which leads to
complexity’ (Tiemens, 2021) to “there is never enough data, if you know what to do
with it” (Hepp, 2021). Analyzing the twelve data-items shows ambiguousness and
ovetlap e.g.: ‘Use of ¢ycling network’ and ‘Origin-Destination pattern, routes, speeds’ both
include the same routes, which questions the data structuring method (Hepp, 2021).

4.3 Data item similarities and differences

Table 1 shows similarities and differences in bicycle data between the SOLL
(research) and the IST (cutrently available). The white cells in the table present a
direct link between the IST and the SOLL which means that the described data-
items of the province corresponded exactly with that of desk research. Next, the
black cells present that a direct link is missing. ‘Facilities’ and ‘Weather are least
noticed by the province as important factors that help to increase the number of
active cyclers because of the impact these factors have on bicycle usage (Leunga &
Linh Le, 2019). The province’s focus is on infrastructure and facilities. The

infrastructure is for 19.8% of the survey respondents not a trigger, because they
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always cycle; 10% prefers lighted lanes at dark; and 16% likes separated lanes from

cars.

Table 1: GAP between bicycle data model of researchers SOLL and province IST

Research based cycling construct:

The 12 Bicycle modality data-
items:
Using the bike network
Origin-Destination (OD)
pattern, routes, speed
Digital basic network

Facilities
Distance

I Travel motive

Bicycle type
@ | B\ No. missing

Bicycle lanes

Information Bike
Infrastructure characteristics
Bicycle parking
(capacity and occupation)
Translocation behavior
and motives
Insight in wishes and
experiences cyclist
Flow optimization
traffic crossings
Bike sharing offering
and availability
Personal characteristics cyclist

Bicycle type (owned and used)
Traffic safety
No. missing

5 Conclusion

In this section we discuss the findings of each sub-question to subsequently provide

an overall conclusion.
5.1 Sub-question 1
The first sub-question to answer is: What factors positively stimulate the traveler’s decision

to use a bicycle? As figure 1 shows there are 29 factors that influence the cyclist

decision. With the interconnection at the level of the six constructs this data model
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shows options to discover how to motivate cyclists to increase their numbers of trips
by bike. For example, the fact that it is freezing in the Netherlands is uninfluenceable
(variable weather), however, slippery frozen bicycle lanes can be improved by
equipping these lanes with heating elements (variable bicycle lanes). The same
factors will also improve the motivation of non-cyclers to support zero emission

travelling and start cycling.
5.2 Sub-question 2

The second sub-question to answer is: Which factors related to stimulating bicycle use can
the province obtain from the twelve bigycle-data-items? The twelve data-items used by the
province are available from external sources and miss a detailed description of what
each item presents. The province has no influence in how these data-items presents
themselves and how and why (purpose) their partners capture the data. Therefore,
the dataset the province uses, can be seen as an ad random set that exists through
coincidence. Consequently, the users misinterpreted the data-items in practice. Also,
among the twelve data-items overlap appears: The item (OD) pattern, routes, speed
coincides with the item Ulsing the bike network. Also, Digital basic network partly overlaps
with Information Bike Infrastructure characteristics. Additionally, it is difficult to determine
which data-item includes data about bicycles and cycling. The province ranked the
four most valuable data-items found through this study as low’ priority, whilst the
survey showed a 68% on parking as motivator. Therefore, the province misses
capturing and understanding the opinions and desires of the cyclist to nudge more

cycling.
5.3 Sub-question 3

The third sub-question to answer is: Which differences form the gap between the
twelve bicycle-data-items of the province and that of the travelers’ decision factors
found at sub-question one? The gap analysis shows that the IST has little emphasis
on the constructs ‘Weather’ and TFacilities” regardless the fact that both do have a
major impact on cycling behavior and therefore directly impact the travelers’
mobility choice (eleven out of the twelve data-items focus on the cyclist). Data item
2 Travel behavior and motives (Table 1) has a broader focus then the cyclist only.

Through this item interest in defining persona’s is possible. So far, the province
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provided her service around the available data-items, instead of firstly defining data

driven mobility management as service to the road authorities.

5.4 Opverall conclusion

The most important conclusions concern the viewpoint by the province and the
unstructured data-item approach. The current focus is what the cyclist does (once
the cycler is on the road). However, to stimulate more inhabitants to become
frequent cyclers demands focus on factors that influence bicycle use and the needs
of the non-cyclists. The data-items What distance the cyclist travels and What routes they
use to reach their destination indicate the strong focus on infrastructure. Therefore, the
province misses stimulating non-cyclers. Unfortunately, the focus on the twelve
data-items only, also limits the province in utilizing a broader range of information

sources.
6 Recommendation, limitations and discussion

The province should upgrade the four data-items that link directly to the cyclist with
grade ‘high’ to nudge travelers to (more) cycling and to improve the data-items
description including their source and method of capturing. Only then the province
can analyze data-items regarding their value as cycling motivating factor for their
road authorities. Also, the province should adopt a data driven mobility management
approach as a service. Adopting the newest tools of SUMP will be useful. On data
itself a structured approach in which the cyclist is present as a persona, will help

better understand the data-items needed.

The survey result is indicative. Next to a limited number the division of respondents
misses accuracy because handing the survey out to friends and family members of
the researchers. As a result, the respondents do not present the age, profession, and

travel objective build-up of the Province of Utrecht.

Follow-up research will define and validate personas to better understand the (non-
)eyclist; to adopt differences at city levels matter (Mitra et al., 2021); and to add
tindings from all twenty-six road authorities. Extension in developing the motivation
factors found at Figure 1 will deepen the insights in how to reduce more emission

by having the car replaced by bike trips.
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1 Introduction

With the rapid advancement of Internet technology in recent years, online shopping
has become a popular means for people to buy and consume goods. In particular,
e-commerce sectors, which have thrived amid the COVID-19 issue, have
experienced extraordinary and unexpected development. These trends increase the
already high importance for organizations to understand and optimize the way
customers interact with online e-commerce platforms in order to increase customer
satisfaction. An increasingly utilized source of information that organizations can
make use of is online reviews. While customer reviews can provide valuable
information related to products and services, the sheer quantity of these reviews
makes it infeasible and impractical for manual inspection. Companies are required
to increasingly make use of advanced natural language processing (NLP) tools and
machine learning techniques to understand their customers better and stay

competitive in the market (Jagdale et al. 2019).

The most valuable piece of information in reviews, additionally to a numeric rating,
is contained in the free-form comments on the product or service. Consumer
evaluations typically include useful information regarding product quality as well as
helpful recommendations. However, it is not a straightforward task to extract the
relevant information. Various tools of NLP are now increasingly used in
understanding customer satisfaction, such as sentiment analysis (Sun et al., 2019),
topic modeling (Piris & Gay, 2021), text summarization (Tsai et al., 2020), and
automated translation (Gangual & Mamidi, 2018).

By understanding the emotional polarity of messages with sentiment analysis,
companies can gain a detailed understanding of customers, and identify what
products and services are perceived negatively or positively by customers and why.
The company needs to be able to constructively evaluate good and negative feedback
and make better judgments based on the needs of customers. In this article, our main
focus is to compare the classification performance of traditional machine learning techniques and
a more recent invention, the ROBERTA model in sentiment evaluation of online reviews
(Liu et al,, 2019). By identifying the best performing model, we can aid decision
makers in understanding customer’s prerences better, and in turn improve the
offered services. To address this research problem, we collected 3500 user reviews

from the online platform Trustpilot, which hosts reviews to help consumers in



L. Davoodi & ]. Mezei:
A Comparative Study of Machine 1.earning Models for Sentiment Analysis: Customer Reviews of E- 219
Commerce Platforms

online shopping. The messages were randomly selected and manually annotated by
the authors of this article using the polarities 'positive’, 'negative’, and 'mixed'. After
data preprocessing, several machine learning models were tested and the best
performing models were identified. The models utilized include Support Vector
Machines, Naive Bayes, BERT, and RoBERTa.

The rest of the article is structured as follows. In Section 2, a brief literature review
is presented to discuss different approaches to sentiment analysis, and specifically
how they have been applied to analyze customer reviews. The research
methodology, data collection, and processing are presented in Section 3. Section 4
contains the main results: we interpret the findings and compare them to previous
literature. Finally, we present some concluding remarks, limitations, and future

research directions in Section 5.
2 Sentiment analysis of customer reviews

The goal of sentiment analysis is to determine how sentiments are represented in
texts and whether the expressions suggest positive or negative attitudes about the
subject (Nasukawa & Jeonghee, 2003). The most fundamental application of
sentiment analysis is to gather people's opinions, in patticular in the form of
customer reviews. Many business decisions are influenced by such viewpoints
(Rajput, 2020). Formally, as presented by Zeng et al. 2019, sentiment analysis can be
defined as “the process of automatically analyzing the subjective commentary text
with the customet's emotional color and deriving the customet's emotional
tendency”. In the following, we summarize the different approaches focusing on the
different families of techniques used in sentiment analysis.

Based on the technique used to perform sentiment analysis, one can typically make
a distinction between (i) lexicon-based and (ii) machine learning approaches. In
lexicon-based approaches, an existing dictionary is utilized, which contains a
sentiment polatity/intensity for words and expressions; then the sentiment is
determined by the majority of polarities in the text. Additionally, to general
dictionaries such as the Harvard GI1, there exist some domain-specific dictionaries
available, e.g. the Financial Polarity Lexicon in finance (Malo et al., 2014). While we
can identify approaches to construct a domain-specific dictionary for user reviews,

such as the one presented by Han et al. (2018), in this domain, generic dictionaries
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are mainly used to evaluate sentiments, with the most frequently used one being the
SentiWordNet (Baccianella et al., 2010). Han et al. (2018a) present a good example
of utilizing lexicon-based sentiment analysis using the text of reviews from the online
commerce site Amazon. By accounting for the possibility of bias, the authors
complement the use of lexicons with a weighted processing strategy and found the
results to be superior. In the model, optimized weights combining positive and
negative score of a review are included as “many methods present more positive

values than negative values, especially the lexicon-based method”.

Lexicon-based approaches can offer a good baseline solution, as in most cases
typically 70% sentiment classification accuracy is achievable. In recent times, a
different stream of sentiment analysis techniques has become dominant: machine-
learning based approaches. Developments from the last decade are numerous in this
domain, with the first important being the new approaches to improve on traditional
text representation methodologies (such as term frequency-inverse document
frequency) with word, and later sentence encoders, including most importantly
Word2Vec and Doc2Vec. These word/sentence encoders assign compatable
vectors to words/sentences that appear in the same context because they atre
semantically similar. As an example, Shuai et al. (2018) applied Doc2vec and various
machine learning algorithms such as Support Vector Machine, Logistic Regression,
and Naive Bayes on 11600 hotel reviews. They found that the best performance
(80% precision and 88% recall) can be achieved by combining Doc2Vec with
Support Vector Machines.

In order to further improve word and sentence embeddings, language transformer
models were introduced (Vaswani et al., 2017) with the idea of creating different
embeddings for a word instead of a fixed one, to incorporate information on
different contexts. Making use of encoder and decoder, an extensive, unsupervised
pre-training and fine-tuning on labeled data, transformers can be used to solve a
variety of text classification problems, including sentiment classification. One of the
first transformer models, and arguably the most influential one, is BERT
(Bidirectional Encoder Representations from Transformers), introduced by Devlin
etal. (2019). The BERT approach has two stages: pre-training and fine-tuning. The
pre-training stage includes two unsupervised tasks: a masked language model and
sentence prediction. Through supervised learning, BERT's pre-trained language

model can be fine-tuned for specific purposes. In the last few years, several
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extensions of BERT have been introduced, both general, such as RoBERTa, and
domain-specific, such as FinBERT. These, and other transformer models (e.g.
XLNet), have been proven to outperform traditional NLP models, in particular in

sentiment analysis problems.

At the same time, we can only identify a handful of articles applying language
transformers to sentiment classification. Xie et al. (2020) performed sentiment
analysis of Chinese e-commerce reviews. They perform aspect-based analysis using
automated sequence annotation. The authors extend the basic version of RoBERTa
and find that it can achieve up to 90% accuracy. Li et al. (2021) develop a novel
sentiment analysis model for Chinese stock reviews based on BERT. The authors
tind that the best performance (92% accuracy) is obtained by adding a linear layer to
the BERT outputs and using a fully connected layer for prediction. In this article,
motivated by the findings of the presented literature review, we aim to present a
comparison of various traditional and deep learning-based machine learning models
for sentiment classification, by making use of a newly annotated dataset in the
context of e-commerce. Liao et al. (2021) propose a multi-task aspect-category
sentiment analysis model based on RoBERTa. The authors use the RoBERTa based
on deep bidirectional Transformer to extract features from both text and aspect
tokens, and the cross-attention method to instruct the model to focus on the features

most relevant to the given aspect category, treating each aspect category as a subtask.
3 Methodology

In this section, we will present the NLP-based methodology of sentiment analysis.
Our main goal is to identify the best-performing models of sentiment classification
based on customers’ online reviews. As shown in Figure 1, we have applied five
steps to achieve our research objective. In this section, we discuss data collection,
annotation, preprocessing, and present the machine learning models used for

sentiment classification.
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Figure 1: The stages of the research process
31 Data collection and processing

We aimed to collect data from one of the largest customer review sites, Trustpilot!.
The data collection focused on reviews of online stores, written in English. After a
preliminary check of available reviews, we opted to collect data from five e-
commerce platforms, written in the time period between 2012 and 2021, with most
of the comments from 2021. The total number of collected reviews is approx.
12,000. The stores included in the analysis are the following: Zalando (35% of data),
Wish (24%), Sheinside (19%), Boozt (17%), and Nelly (5%). To complement the
text of the reviews, the following additional information was collected: header of the
review, numeric rating (range 1-5), location of the user, date of the reviews, total

number of reviews previously written by the user.

In order to perform sentiment analysis, a polarity value needs to be assigned to each
review. As highlighted in the literature review, while there exist lexicons for customer
reviews, the results utilizing them are not fully convincing yet. For this reason, we

opted for a manual sentiment annotation process. We have selected 3500 reviews

Uhttps://www.trustpilot.com/ The dataset is available from the authors by request
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randomly for the manual annotation and labeled each message according to the
emotions found in the review. The data was annotated by two annotators, making
use of three possible labels: positive, negative, and mixed. After the two annotators
individually assigned sentiment values, every single disagreement was discussed until
a consensus was reached. After resolving all the disagreements, we removed all the
reviews of insufficient quality (e.g., too short, not comprehensible, not in English).
The final dataset includes 3159 data points, consisting of 59% positive, 33%
negative, and 8% mixed sentiment values. After the annotation, we performed text
cleaning: transforming the text into lowercase, removing all the non-alpha
characters, cleaning out the contractions, removing the HTML tags and URLs, and
tinally, lemmatization. After text processing, the total number of words is 108253

and the total number of unique words is 47606.

To perform sentiment classification on the reviews, the text of the reviews needs to
be transformed into a set of features that is understandable for a classifier. The
performance of the machine learning algorithms depends intensely on this feature
extraction process, ie. creating a feature vector representation (Zainuddin et al.,
2014). In this article, we make use of two feature extraction methods: Bag of Words
(BOW) and Term Frequency Inverse Document Frequency (TF-IDF). BOW is a
feature extraction technique that takes text data as input and produces an unordered
collection of the unique vocabulary of the documents to be used in further
classification process (Barry, 2017). When using TF-IDF, 2 components are assigned
to each word and combined to obtain a final representation (Dang et al., 2020): (i)
term frequency outlines how often a specific word occurs within a document, while

(ii) inverse document frequency estimates the informativeness of a word.
3.2 Machine learning models for sentiment classification

In order to build and compare different sentiment classification models for customer
reviews, we have chosen the most frequently used models in sentiment analysis
literature: Naive Bayes, Support Vector Machines, and BERT. Additionally, we have
selected RoBERT?4, as one of the recently introduced methods, gaining interest and

showing good performance in various applications.



35TH BLED ECONFERENCE

224
DIGITAL RESTRUCTURING AND HUMAN (RE)ACTION

The Naive Bayes classification algorithm is based on Bayes' theorem, and uses the
idea of identifying the most probable class using the conditional frequency of
occurrences in terms of the feature vectors. Naive Bayes’ has been applied
successfully in many domains, such as text classification, medical diagnosis, and

systems performance management (Rish, 1., 2001; Dey et al., 2016).

Support-vector Machines (SVM) were originally introduced by Vapnik et al., (1997).
One of the advantages of SVM models, namely their ability to handle large numbers
of features, makes SVMs a widely used choice in text classification problems
(Zainuddin et al., 2014). SVMs have shown excellent performance in prior
sentiment analysis studies (Mullen et al., 2004).

Additionally to the traditional machine learning techniques, we selected two recently
introduced language transformer models: BERT and RoBERTa. RoBERTa (Liu et
al., 2019) is a modified version of BERT; although transformers (Vaswani et al.,
2017) are used in both models as the main architecture, ROBERT2 is trained
differently compared to BERT. The major modifications in training the RoBERTa
model are: 1) the model is trained longer, with larger batches and data, 2) the next
sentence prediction objective is removed, 3) using entire sentences as input, 4) text

encoding, and 5) dynamic masking.
3.3 Model building

In order to identify the best-performing model, we tested different combinations of
text feature extraction methods and machine learning algorithms. In the case of
Naive Bayes and SVM, we tested BOW and TF-IDF to transform the text to the
numeric features, while for BERT and RoBERT?2, we used a transformer tokenizet.
Before model building, we divided the dataset into the train (80% of the data),
validation (12%), and test (8%) sets. These sets were fixed for all the models, and we
performed the analysis without any further resampling, such as cross-validation. As
the dataset is imbalanced in terms of the number of labels, we used stratified random
sampling. The validation set was used to identify the optimal cost parameters for the
traditional machine learning models: (i) by changing the n-gram vectorizer
parameters and regularization parameters for the linear SVM model, and (i) n-gram
vectorizer parameters and the o value for Multinomial Naive Bayes. The same steps
were performed for SVM and Naive Bayes with BOW and TF-IDF features to
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compare the performance, and the best performing model in each case is selected as

the one minimizing the number of misclassifications.

For text transformation in transformer-based models, we utilized tokenizers
(AutoTokenizer for BERT, and RobertaTokenizer for RoOBERT4). For BERT, we
used the main model as the baseline, and added a dropout layer to control overfitting,
and a dense layer for the classification task. When training RoBERT?4, in addition
to a dropout of 0.3 and a Linear layer, our network model includes the main model
with 12 layers and 768 hidden dimensions. For both BERT and RoBERT4, the
optimizer, loss function, and performance metric were specified as Adam,

categorical cross-entropy, and accuracy, respectively.

To evaluate the performance of the models, we made use of some traditionally
employed measures, namely accuracy and F1. Various measures of classification
performance with binary outcome (positive and negative classes) can be defined
using the confusion matrix. It has four components: (i) true positives (TP, positive
cases correctly classified as positive), (ii) true negatives (TN, negative cases correctly
classified as negative), (iii) false positives (IP, negative cases incorrectly classified as
positive), and (iv) false negatives (FN, positive cases incorrectly classified as
negative). Using these notions, accuracy can simply be defined as the percentage of
cotrectly classified cases, i.e., (TP+TN)/(IP+TN+FP+FN). This is the most widel
used measure, although it has several issues, in particular in problems with
imbalanced cases. One alternative measure is F1, which is defined as TP/(TP +
0.5(FP + FN)).

4 Results

In this section, we will present the results of the experiments and show the
performance of the various machine learning models in sentiment classification, and
compare our results to previous academic research. Furthermore, we discuss some
observations highly relevant in managing expectations regarding this performance

and provide illustrations using the constructed models.
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4.1 Sentiment classification performance

Altogether, six different models were constructed as discussed in the previous
section; the results (the best performance for all models after extensive parameter
selection) are presented in Table 1. In the table, we present the accuracy and F1 value
for the test set (and as a comparison to the validation set), the number of
misclassifications in the test set, and the execution time of building the models.

Method Validation | F1 on Test Flon | Number | Execution
set validation set test of time( in
accuracy set accuracy set misclass | seconds)

ification
(test
set)

Naive 0.868 0.889 0.901 0.889 25 0.720

Bayes

(TFIDF)

Naive 0.889 0.883 0.916 0.906 21 5.493

Bayes

(BOW)

SVM 0.862 0.854 0.873 0.866 32 10.581

(BOW)

SVM 0.907 0.895 0.905 0.889 24 1.192

(TFIDF)

BERT 0.902 0.889 0.921 0.899 20 1132.78

RoBERTa | 0.976 0.984 0.988 0.992 3 378

Table 1: Sentiment classification performance

The results reveal some interesting insights. First of all, it is clear from the
performance evaluation that language transformer-based models are superior to
traditional machine learning models. Furthermore, RoOBERTa outperforms even
BERT significantly, with accuracy on the test set above 98%. Second, considering
only the traditional ML, models, the best accuracy can be achieved by Naive Bayes
in combination with Bag of Words. Interestingly, SVMs perform better when used
with features extracted with TEF-IDF. Finally, regarding execution time, as it can be
expected, transformer-based models take more time to train, which is the cost for
the improved performance.
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Regarding the specific misclassifications generated by the RoBERTa model, the
mistakes are coming from identifying the Mixed polarity. It is not unexpected, as the
number of reviews with Mixed polarity is fewer than the other 2 polarities. As an
example misclassification, the following review was misclassified as Positive instead
of Mixed:

I previously wrote a very angry review, as I paid for faster shipping and it hasn't been
delivered any faster. This being said, Shelnside saw my review and offered to compensate for
the extra shipping costs. It was more the principle than anything—1I hate feeling scammed.

Shelnside fixed those feelings and contacted me to solve my issue. Thank you!

4.2 Discussion

In the following, we will discuss the performance presented above from both a
technical perspective and also the relevance for companies. First, regarding our main
results, we have identified contributions from the literature that presented sentiment
classification on user reviews (Fang et al., 2015; Nanda et al., 2018; Dey et al., 2016;
Colén-Ruiz et al., 2020; Basani et al., 2019; Munna et al., 2020; Pipalia et al., 2020).
SVM (e.g. Colén-Ruiz et al., 2020), Naive Bayes (e.g. Basani et al., 2019), and Neural
Network models (Munna et al., 2020) are some of the most widely used methods in
the sentiment classification task, i.e. the same models we have tested in this article.
Although performance results are not directly comparable to previous research as
we focused on a new dataset, our results with regards to traditional models align with
previous findings: accuracy in the range of 85-95% is achievable, depending on the
domain and also the language of the reviews. This can also be seen as a promising
performance considering the execution time and simplicity of building such models
for business applications. In our experiments, the neural network-based transformer
models seem to offer the best performance, which is in line with the very limited
amount of research available.

Providing the input for classification models, data annotation, i.e., assigning
sentiment polarity to the reviews, plays a crucial role. In the literature, machine
labeling (e.g. Fang et al., 2015) and manual annotation (e.g. Munna et al, 2020) are
the most used annotation methods. Automated annotations are less expensive in
terms of time and cost in comparison to manual annotation, however in general they

are less accurate. In this research, we chose manual annotation to acquire an
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understanding of the content of the reviews as related to the target companies. A
third alternative approach to assign a sentiment to reviews would be to use the rating
provided by the users, as it is done for example by Pipalia et al. (2020). Our manual
inspection during the annotation process has shown that this approach could be
problematic, as there are a large number of reviews when there is a disagreement
between the rating and the sentiment of the review. For example, the following
review was accompanied with the rating of 5 (on a 1-5 scale, with 5 being the highest
value), although it is clear that the associated sentiment should be Negative:

“Some items are too expensive on the shipment and is too long for the wait”

The following is a similar example with the rating of 5 but clearly not a Positive
sentiment:

I ordered a big clock for my wall it came in so very small I want the big one please

As these and numerous similar examples show, using the rating can be deteriorating
for the performance of sentiment classification. Companies should be careful when
assessing their popularity and the sentiment level of customers based on ratings. As
our results show, manually annotating a subset of reviews can result in models that
can offer close to perfect sentiment polarity classification. In fact, the following
example from our test set was correctly classified as Negative, while the original user
rating was 4:

Deliveries take too long. Postage added is a turn off

The following example review was also classified as Negative, although the user
rating was 4:

My order says shipped but has no information on its whereabonts. 1t only said ‘processing” for
about a day before it said my order was shipped. I'm confused

As a final point relevant to businesses, we can note that the best sentiment
classification model, ROBERT4a, has performed equally well across the different
shops present in the data. The accuracy was observed as follows: 97% for Boozt,
98% for Nelly, 100% for Sheinside, 100% for Wish, and 98% for Zalando. These
results illustrate the great potential of transformer-based models in sentiment
classification.
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5 Conclusions

With the wide availability of unstructured big data, in particular textual information
in the form of customer reviews, we observed a rapid development in data
processing and analysis techniques to make sense of all this information. Sentiment
analysis has been discussed and evaluated numerous times in the literature, however,
since there is a plethora of new models appearing, it is always an important task to
critically assess and compare new and established models. In particular for e-
commerce platforms, sentiment analysis of online reviews can be the main source
of information to understand the opinions of customers. In this article, we have
compared the performance of traditional machine learning models with language
transformer models, and found that the neural network-based models offer much
higher accuracy in sentiment classification tasks. We illustrated the value of manual
annotation through several examples of problems with user ratings that can be
avoided by the sentiment classification models built using manually assigned

sentiment values.

Regarding future research, the most important continuation of the work will focus
on performing aspect-based sentiment classification. While we have shown that very
high performance can be achieved using transformer-based models, this is sufficient
to understand the reasons for the polarity of sentiments. In the case of the analyzed
reviews of e-commerce stores, instead of assigning a general sentiment, one could
assess the sentiment polarity with respect to, e.g., shipping, received item quality,
payment process. By constructing models that can identify the core aspects in the
reviews and the associated sentiment, companies will know where to focus their
efforts to improve customer satisfaction. Additionally, some limitations of the study
have to be acknowledged. First, we cannot say that the sample of reviews is
representative in any way, so models need to be tested on larger datasets and
different e-commerce stores. Second, while the annotation was performed and then
cross-checked by two researchers, there is still a possibility of incorrect sentiment
assignments, which in turn may impact the constructed models and performance.
Third, while we used the models most frequently utilized in the sentiment
classification literature, there are numerous machine learning models available that
could be tested for performance.
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1 Introduction

Crowdsourcing is flourishing. As of today, especially large companies benefit from
crowdsourcing. Crowdsourcing is the process of outsourcing tasks to an unknown
mass of people via the internet (Howe, 2006; Majchrzak, 2020). It enables
organizations to get external support for different value creating activities. For
example, Starbucks applied crowdsourcing for their new product development
(NPD) (Hsiang & Rayz, 2020). They were asking the crowd for ideas to improve the
experience at the coffee place. For more than 10 years Starbucks customers
(representing the crowd) were called to upload their improvement suggestions to a
platform called “MjyStarbucksldea.con?” (Hsiang & Rayz, 2020; Bretschneider,
Leimeister, & Mathiassen, 2015). This way, splash sticks (which keep to-go drinks in
the cup), new coffee creations and free store Wi-Fi were introduced (Hsiang & Rayz,
2020). Another example involves PepsiCo, who applied a crowdsourcing strategy
for their marketing activities. PepsiCo was running several crowdsourcing
campaigns, called “Do Us a Flavor”, for its potato chips brand “Lay” (Sanz-Blas,
Tena-Monferrer, & Sanchez-Garcfa, 2015). Different new potato chip flavors were
handed in by individuals. To identify the most popular ones, the crowd could vote
on their preferred suggestion(s). After the campaign was completed, PepsiCo
brought the three most popular flavors to the market (Sanz-Blas et al., 2015).

Despite its increasing recognition, dissemination, and success in larger organizations,
crowdsourcing is rarely applied in small and medium sized enterprises (SMEs)
(Mrass and Peters 2017; Qin, van der Velde, Chatzakis, McStea, & Smith, 20106).
This observation is surprising since adopting crowdsourcing seems to be particularly
worthwhile for SMEs. In general, SMEs are known for having limited manpower
for completing tasks that are outside their core competences (Erickson, 2012;
Nakanishi & Syozugawa, 2021). Thus, crowdsourcing provides great potential to
reduce employee’s workload. Further, SMEs are discussed to have less bureaucracy
and shorter decision-making processes (Brien & Hamburg, 2014, 62), which per se

is attractive for applying crowdsourcing.

Until today, crowdsourcing scholars have only insufficiently researched the reasons
why SMEs are shy of applying it. Existing literature provides an uncomplete picture
of the barriers that hinder SMEs from adopting crowdsourcing (Qin et al., 2010).
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Because of incomplete insights on barriers, there is also great uncertainty on how to
overcome them (Qin et al., 2010).

Against this background, the aim of this paper is to identify and describe barriers
that SMEs face when applying crowdsourcing. The underlying research question is
as follows: RQ: “Which barriers hinder SMEs in adopting crowdsourcing in their value

creation?”

For exploring the barriers, we applied a qualitative research approach. We
interviewed 18 representatives from 15 SMEs. The findings from our study do not
only expand the so far incomplete body of knowledge, but also provide practical
references for SMEs to overcome the barriers and to adopt crowdsourcing for their

value-creating activities.
2 Theoretical Background
2.1 Crowdsourcing and Crowdworking

In this paper we define crowdsonrcing as the execution of contracting out a task to an
anonymous group of people via the internet. This definition is inter alia in
accordance with Nakanishi and Syozugawa (2021), Blohm et al. (2013), Estellés-
Arolas and Gonzalez-Ladréon-de-Guevara (2012) and Afuah and Tucci (2012).

The task given to the crowd can be remunerated or non-remunerated (Blohm et al.,
2013; Kittur et al, 2013). Crowdsourcing is characterized by no monetary
remuneration. In some cases, the crowd receives freebies when they are solving a
task. In most instances the crowd is not compensated as they are intrinsically
motivated and enjoy contributing to an organization’s value creation (Estellés-Arolas
and Gonzilez-Ladron-de-Guevara, 2012). Whenever a task is remunerated, one is
talking about crowdworking. Crowdworking is a subcategory of crowdsourcing
(Durward, Blohm, & Leimeister, 2016). The crowdworking concept differs from
crowdsourcing in that a task is outsourced to an individual and not to several people.
A precise task description is uploaded to a fitting platform and crowdworkers willing
to conduct the job need to apply for it. Thereafter, the organization is screening
potential contractors and selects an individual. After the selected crowdworker has
completed the task and the contracting organization is satisfied with the task handed

in, the crowdworker receives the in advance defined remuneration. Thus, in the



35TH BLED ECONFERENCE

236
DIGITAL RESTRUCTURING AND HUMAN (RE)ACTION

context of crowdworking, individuals are extrinsically motivated and have the goal
of creating income via online labor platforms (Durward et al., 2016). Durward et al.

describe crowdworking as “dijgital gainful employment based on crowdsonrcing”’ (2016, 283).

In the context of crowdsourcing and crowdworking, one differentiates between
micro and macrotasks. Micro tasks cover parts that are repetitive and can be done
without a certain set of skills (Gol, Stein, & Avital, 2019; Stefano, 2015). Completing
surveys, tagging images, testing webpages, or training an artificial intelligence are
common microtasks. These assignments are easy and clear to describe, they can be
completed within a short period of time and do not require certain qualification.
Due to higher complexity, macrotasks often require skilled workers. When
conducting macrotasks, the crowd gets greater insights into the entire project. This
is necessary to conclude the job. These macrotask campaigns are often announced
for new product development projects, for designing logos and advancing new
product development (Majchrzak & Malhotra, 2013; Boons & Stam, 2019).
Organizations can benefit from handing out macrotasks to a crowd as this process
supports generating external knowledge and promotes idea and innovation creation
(Ricardo Buettner, 2015; Gol et al., 2019; Margaryan, 2016).

For bringing the crowd and the organization together, platforms with different
focusses act as an intermediary. Some platforms specialize on crowdworking, others
focus on crowdsourcing. Also, platforms differ contextually. While some focus on
clicktasks, others aim attention at design tasks and small development tasks. Well
known platforms for clicktasks, are clickworker and Amazon Mechanical Turk. A
popular platform for macrotasks is Upwork. Any communication between the
organization and the individual/crowd occurs via the platform through which all

work processes and activities are managed (Kittur et al., 2013).

Recently crowdsourcing has often been referred to as on-demand workforce or as a
form of online labor (Taylor & Joshi, 2018) with high economic potential (Fuller,
Raman, Bailey, & Vaduganathan, 2020). According to Fuller et al., “almost 90% of
business leaders reported talent platforms wonld be somewhat or very important to their
organization’s future competitive advantage” (November 2020, 2).
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2.2 SMEs in Germany

With over 95% of all companies in Europe and over 99% of all companies in
Germany (Huropean Commission, 2015), SMEs present an important building block

for the European economy.

According to the European Commission, SMEs are organizations that “employ fewer
than 250 employees and have either an annual turnover not exceeding 50 million Enro or an
annual balance sheet total not exceeding than 43 million Eure” (European Commission,
2015). If these values are exceeded, the organization is defined as a large
organization. According to Becker and Ulrich (2009) those quantitative categories
only present approximate values to identify SMEs. Common qualitative categories
to classify organizations into SMEs include “(7) the company’s economic and legal
independence, (2) the unity of ownership, control, and management as well as (3) a close link between
the company and its owners” (Hausch, 2004, 15).

According to Berrone et al. (2012), the SMEs employees’ personal commitment,
their company loyalty (Miller & Le Breton-Miller, 2006) and the firm’s high
innovation potential make themselves to candidates for successfully introducing
digital transformation and new ways of working such as crowdsourcing and
crowdworking. Low hierarchy levels, short decision making paths and flexibility are
further characteristics that distinguish SMEs from larger organizations. Due to less
employees the organization chart within SMEs is less complex and there are fewer
hierarchical levels than there are in large organizations. All these conditions
theoretically simplify adopting crowdsourcing in organizations. However,
introducing changes and new ways of working in SMEs can be challenging.
Developing and building up capabilities for those changes presents additional effort
for traditionally oriented organizations (Soluk & Kammerlander, 2021; Nambisan,
Lyytinen, Majchrzak, & Song, 2017; Sambamurthy, Bharadwaj, & Grover, 2003;
Yoo, 2013). SMEs often associate such alterations with additional costs and effort.
Thus, they do not perceive crowdsourcing as suitable for everyday use (Gémez-
Mejia, Haynes, Nuafiez-Nickel, Jacobson, & Moyano-Fuentes, 2007). Furthermore,
SMEs do not associate long-term benefits such as sustainable competitiveness by
exploring new horizons in the digital environment (Soluk, Miroshnychenko,
Kammerlander, & Massis, 2021).
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3 Methodology

To identify barriers that SMEs face when introducing crowdsourcing, we conducted
15 open interviews with 18 site managers, managing directors and CEOs from
different industries. With this data collection approach and according to recent
research, we reached meaning saturation (Hennink, Kaiser, & Marconi, 2017). Most
of the interviewed experts come from the production industry, the mobility industry,
and the metalworking industry. To identify our interview partners, we sent out a
survey to 30 SMEs from various industries. For the dialogues, we approached those
tirms that indicated being interested in introducing crowdsourcing in the survey.
During the interviews we asked them to freely explain their personal attitudes,
values, beliefs, and views on crowdsourcing. To allow an extensive interaction with
the interviewees and to uncover unexpected or unanticipated information, we
carried out the interviews as unstructured as possible (Schultze & Avital, 2011).
Because of the uncertain pandemic situation during the data collection period, nine
of the interviews were conducted via video or telephone conference. The remaining
six were carried out on site of the relative organization. The discussions lasted

between 60 and 100 minutes; we recorded them with prior consent.

In line with Strauss and Corbin’s grounded theory approach, we involved new
insights and discussion questions that developed throughout previous interviews
(Charmaz, 2014). During the conversations, we started with general questions about
the company, the interview partner, and their experience with crowdsourcing and
crowdworking. In the main part of the interview, we investigated current barriers
that SMEs face when applying crowdsourcing. We asked the interlocutors about
reasons for their reluctance and challenges for not implementing this new way of
working. In the final part of the interview, we gave them the opportunity to share

anything with us that was not mentioned yet.

After conducting and transcribing the interviews, we started rereading all statements.
This allowed us to cluster the different phenomena that we identified based on the
open coding procedure. After clustering, labelling, and conceptualizing the different
phenomena, we added a label to each of the clusters (Strauss, 1997). The resulting
codes presented the basis for the axial coding process, in which we grouped similar

codes. For each of the codes we identified a category (= heading). Interlinking those
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categories allowed us to phrase theory building blocks for the analyzed research
question (Strauss, 1997).

4 Findings

The first barrier that SMEs are confronted with when applying crowdsourcing is
the risk of quality issues induced by the crowd. While SMEs want the
crowdsourcees/crowdworkers to provide high-quality solutions at low prices, the
crowdsoutcees/crowdworkers want to complete the job as fast as possible and with
at least effort as possible (“With the salaries paid to the crowdworkers, it is not surprising that
they want to complete them as fast as possible.”’, interviewee 6). Besides, the interviews show
that the credibility of documents uploaded to the platform is lower than a certified
copy attached to a conventional application (“Having a job reference on paper is different
[from mentioning it online that you worked for 1V olkswagen, Mercedes or whomever.”, interviewee
2, “I needed to check the qualifications of the people that work for me.”, interviewee 4).

Two interviewees stated that in case of poor-quality products or services SMEs
might face image losses, lawsuits, and complaints. Depending on the extent, poor
delivered quality products or services can drive SMEs into insolvency. As the
contracting authority enters an agreement with the online labor platform and the
online labor platform enters an agreement with the crowdworker(s), SMEs have
limited legal claims against them (Gimpel et al., 2020; interviewee 4).

Since the crowd (including crowdworkers) do not enter a contract with SMEs, they
have limited claims against them. This entails that SMEs are liable for poor quality
products or services that are delivered to the customers (,,The lack of responsibility on
the client’s side is often criticized, but when advocating minimum wages for crowdworkers, one has
to take into consideration that both sides have very few obligations.” (Schmidt, 2017b, 16)).

The second barrier that we identified is the management’s reluctance towards
crowdsourcing, including crowdworking. Managing directors of SMEs are often
experienced executives. Because of their traditional ways of doing business, they
prefer to hire permanent employees over crowdworkers (“Of course, in a traditional
company, for instance a 150-year-old company, a CEO won't be in a sitnation of cost pressure.
Therefore, he wonld rather hire someone fulltime instead of dealing with [a platform provider such

as| Textbroker.”, interviewee 9). In the context of implementing new forms of labor,
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interviewees see a time-consuming effort of coordinating crowdworkers. The
interviewees fear that the coordination effort is more time intensive than doing the
job themselves (“zhen I need to do the work twice. As soon as 1 signed [the transmittals] I am
the one that needs to make sure that the transmission is safe. If it's not safe, then I need to recalenlate
it. That means that 1 don't economize anything.”, interviewee 8). Delivered solutions by
crowdworkers with uncertain skills and qualifications require intensive quality
evaluation by internal employees (interviewee 6). Having heard about negative
incidents such as underestimating the required coordination effort and “facing
something new” hinders managers of SMEs from introducing crowdworking

(interviewee 10).

As many SMEs are offering specialized goods and services, the interlocutors
perceive it as difficult and “iz some cases [as] impossible’ to find an appropriate
crowdworker (interviewee 5). Projects and tasks that require specific knowledge are
not suited for being handed over to a crowdworker (interviewee 4). Losing the
identity of a SME by introducing crowdsourcing and crowdworking is a further
concern that managers have. This phenomenon is known as the “wnoz invented here
syndrome” (interviewee 14, 15). The “not invented here” and “not sold here” syndromes
describe the aversion against ideas that were developed externally (Dubouloz,
Bocquet, Equey Balzli, Gardet, & Gandia, 2021, 116).

The third barrier that SMEs face when establishing crowdsourcing and
crowdworking is the employees’ reluctance. New ways of on-demand work force
models contradict the close personal relationships that colleagues in SMEs have
(“Ounr staff is more than just employees. They are part of a family like network”, interviewee
11). Having external workers taking part in everyday business increases the pressure
and competition between permanent employees and crowdworkers (““I'hat means you
become an internal freelancer, so to speak, and that's sometimes not nice when working, because you
are seen differently. You are no longer perceived as an essential component in terms of appreciation.”,

interviewee 8).

The fourth identified barrier is the increased risk of losing sensitive information
when applying crowdsourcing and crowdworking. SMEs’ secrets and their sensitive
information are often protected with patents, trade secrets or copyrights. These
copyrights on an invention are extremely relevant for the SMEs’ value creation;

many of these firms have been successful with the same or a further developed
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business model since their founding (“We cannot hand over tasks that require certain

knowldge of onr internal affairs.”).

The fifth barrier that we identified is the coordination effort that comes along with
crowdsourcing. Before the crowd overtakes a task, an appropriate group and a
suitable platform needs to be identified. After having determined both, a precise task
description is written (“You need to know how to ask questions correctly and understand them
accordingly. It's always a question of what you write and how others understand it.”, interviewee

12; “Yes, complex: tasks need to be described more detailed than simple tasks”, interviewee 1).

As soon as the crowd has completed the task, submitted solutions need to be
screened. Gathering and evaluating these answers is time-consuming and presents
additional effort for SMEs (“As an SME, we are busy with our tasks. 1 need the crowd to do
the work for me and I don’t have the capacity to control and coordinate them permanently.”,
interviewee 1). Whenever crowdsourcing is practiced, it is important to “ensure that
the quality management system established in the company is also applied |...] by the crowd’
(interviewee 15). Getting hired for different projects and by different organizations
makes it impossible for the crowd to familiarize themselves with the internal
processes and quality expectations of different firms (interviewee 2, 13, 14, 15).
Kickoff meetings which are identified as substantial in project management cannot
be implemented if the crowd is overtaking certain tasks (“In practice, I ideally have a
kick-off in which all participants or project/ planners, programmers are meeting. That facilitates
being on the same boat from the beginning of the project o, interviewee 1).

The sixth barrier that SMEs face when introducing crowdsourcing is their specific
requirements. These requirements include quality and legal standards which are
extremely relevant for SMEs following a niche or a one product strategy. Companies
that generate their sales with one or a few products are under greater pressure to
deliver highest quality standards. It is necessary for meeting the few customers’
specific expectations. Poor delivered quality can lead to losing the few customers
and, in the worst case, it pushes SMEs into an existential threat. As large companies
are more diversified in terms of products and have more clients, they have a higher
chance to continue their business in case they lost one or more clients due to quality

flaws.
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Next to the higher risk that SMEs have when delivering insufficient quality, legal
guidelines are highly complex in the SMEs’ environment. Getting familiar with those
specifications takes time. Therefore, it is clear for interviewees that certain tasks
cannot be outsourced to the crowd (,,I can't just handout certain tasks to someone who has
a good idea, but they also have to know and understand the industry specific rules and quality

requirements.”, interviewee 5, 11, 13).
5 Analysis and Discussion

After having presented the barriers that SMEs face when introducing
crowdsourcing, we will now explain the barrier categories through specific
characteristics of SMEs. Thereby we follow a clearly structured theoretical logic as

well as point out the barrier categories through generic management theories.

The first barrier, the risk of quality issues induced by the crowd, can be explained
by the principal agent theory and the associated information asymmetries. The
principal (in our case the crowdsourcer = SME) and the agent (in our case the
crowdsourcee/crowdworker) have conflicting interests as both are acting according
to their own best benefit (Sappington, 1991). It brings the crowdsourcers (=
ptincipal = SME) in an underprivileged situation as crowdsoutcee/crowdworker (=

agent/s) do focus on completing the task as fast as possible.

As SMEs generally follow a niche or a one product strategy, their business depends
on few customers (Santoro, Ferraris, Giacosa, & Giovando, 2018). A faulty and
substandard performance of tasks that lead to quality issues can contribute to
existential threats for SMEs (Raymond & St-Pierre, 2004). Potential risk failures have
greater existential consequences for the analyzed organizations than similar defects
can have for large companies (Qin et al., 2016). This is why interviewees fear redoing
tasks executed by the crowd due to lack of quality (Qin et al., 2016; interviewee 3, 4,
7). Such a scenario presented double the workload and thus crowdsourcing loses its

attractiveness (Qin et al., 2016; interviewee 4).

The second barrier coves transaction costs and the management’s reluctance
towards crowdsourcing. Because of their traditional and conservative mindset, many
SMEs have little interest in innovation, new organizational forms, or novel work
approaches (Morck & Yeung, 2003; Goémez-Mejia et al., 2007, 134). Their
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mistrustful perspective on digital technologies intensifies the unwillingness to engage
with digital initiatives (Soluk & Kammerlander, 2021). This hesitation impedes
crowdsourcing and crowdworking in SMEs (interviewee 15). Besides, managers fear
that crowdworking does not fit into the organizational structure (Berrone et al.,
2012, 269). According to Qin et al. (20106), managers ““/have a] (1) lack of awareness of
crowdsourcing systems and applications, (2) fear changing established business models, (3) [have]
trust and confidentiality issues in the open and digital environment, and (4) [they] lack appropriate
and flexible platforms that meet the contextnal, relational and situational needs of SMEs.”
(1062). Unawareness and low likelihood of diversifying technologically (Berrone et
al., 2012, 260) are further reasons for managers’ reluctance towards crowdsourcing
in SMEs. Strategies and approaches need to be identified to make on-demand work

force more attractive.

The thitd batrier (the employee’s reluctance) is characterized by intra-
organizational relationships among employees. These relationships are more
important than in larger companies as the family-like connections are essential for a
company culture of SMEs (Kmecova & Tlusty, 2021). When new ways of flexible
working are implemented, permanent staff fear losing their job and the positive
working atmosphere (“In general, it can be said that the extreme competition between the
individuals in the creative crowd can canse a toxic work climate.” (Schmidt, 2017b, 18)). As
Berrone et al. identified in 2012, social emotional wealth (SEW) plays an important
role in family possessed firms (.7 [the SEW] accounts for nonfinancial aspects, and it
contemplates both positive and negative consequences of these noneconomic aspects.” (Berrone et
al., 2012, 274)). A SEW describes the firm’s values and goals which they have apart
from maximizing value creation. Examples for those values are “family control and
influence, identification of family members with the firm, binding social ties, emotional attachment
of family members, and a renewal of family bonds to the firm through dynastic succession.”
(Berrone et al., 2012, 259). Those dimensions are in the core of a family’s business
model and their decisions (,,famzily firms’ sense of belonging, self, and identity are often shared
by nonfamily employees, promoting a sense of stability and commitment to the firn?” (Miller & Le
Breton-Miller, 2006; Berrone et al., 2012, 263)).

Employees anticipate that family firm’s core values get lost as soon as the crowd
overtakes tasks. Stringent control of the crowdsourcee’s and the crowdworker’s
performance contradicts the SEW and the low hierarchy within SMEs (“Performance
is directly and closely controlled throngh a so-called work diary: a software tool periodically takes
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snapshots of the [crowd]workers’ computer screens or counts the keystrokes” Kittur et al., 2013).
The ability of taking advantage of absorptive capacity puts organizations in a
situation in which they are flooded with solutions and ideas (Cohen & Levinthal,
2008). It necessitates to screen all the ideas to evaluate their value for the
organization. Not being able to filter the best ideas hinders SMEs to benefit from
the absorptive capacity. Absorptive capacity is “/zhe] ability to recognize the value of new
information, assimilate it, and apply it to commercial ends” (Cohen & Levinthal, 2008, 128).
According to Raymond and St-Pierre not including novel concepts submitted in by
the crowd can lead to “over-specializing their [the SMIE’s] firm and neglecting its development
and adaption required to survive and prosper in the longer term within an ever-changing business
environment”’, (Raymond & St-Pierre, 2004, 25).

The increased risk of losing sensitive information (fourth barrier) is especially
threatening for SMEs as patents are extremely relevant for the SMEs’ value creation;
many of these firms have been successful with the same or a further developed
business model since their founding. Other than bigger organizations, SMEs often
follow a niche strategy and thus their existance depends on one or a few products
(Maleewat & Banjongprasert, 2022).

The fifth barrier that we identified is the coordination effort that comes along with
crowdsourcing. As especially SMEs have skills shortage, they cannot make use of
absorptive capacity since they do not have the resources for sighting and evaluating
all solutions handed in by the crowd. Absorptive capacity refers to the ability of a
recipient to assimilate value and use the knowledge transferred (Cohen & Levinthal,
2008). Even though crowdsourcing has great potential for SMEs to get external
knowledge and a great variety of ideas, the interviewees and literature agree that ,,n0¢

every job can be ontsonrced to the crowd (Schmidt, 2017a, 23; interviewee 2, 4, 14).

The last barrier identified is the firm’s specific quality and legal requirements. This
tinding gets supported by Greineder and Blohm who emphasize that crowdsourcing
““is not only about evaluating the output but also abont carrying ont secondary tasks such as finding
ervors, identifying duplicates and providing targeted feedback.” (2020, 12).
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6 Conclusion
6.1 Contribution to Theory and Managerial Implications

This research offers both academic and practical value. As it concerns the academic
value, our research contributes to the body of knowledge on crowdsourcing and
crowdworking. Although scholars are looking at this phenomenon for many years
now, research on barriers of SMEs adopting crowdsourcing is still in its infancy. Qin
et al. (2016) are one of the rare scholars who researched this phenomenon. For
example, Quin et al. (20106) identified ,,unawareness of tools/models as well as ,,n0
appropriate platforms™ as bartiers that hinder SMEs from adopting crowdsourcing.
However, these insights solely cover the technical view on the phenomenon. At
large, extant literature so-far only provides an uncomplete picture of the
phenomenon of interest. Against this background, our findings cover the managerial
and organizational perspective of crowdsourcing and therefore expand the body of
knowledge by presenting additional perspectives. This study also provides validation
of two specific barriers that already have been partially identified by Quin et al.
(2016). In their work Quin et al. (2016) propose “wternal culture as well as
S 1riist] confidentiality issues, which cotrespond with our ,,Employee’s Reluctance” (third
barrier) respectively “Risk of Quality Issues” (first barrier) barriers. Beside the
mentioned validation our findings even constitute a refinement of the first work by

Quin et al. (2016).
6.2 Limitations and Further Research

Our study provides a broad insight in barriers that German SMEs currently face
when introducing crowdsourcing. Besides, we empirically developed barriers that
SMEs hinder from implementing crowdsourcing. The basis for our results is 15
conducted interviews with 18 representatives from different industries. One
limitation of our study is that we only interviewed managers and department heads
but did not talk to the workers who play an important role in implementing
crowdsourcing. In a second step, their perception could be compared to our findings
and discrepancies could be developed. The interviews that we conducted with
managers allowed us to get an overarching overview of company related, employee

related and management related barriers for introducing crowdsourcing in SMEs. A



35TH BLED ECONFERENCE

246
DIGITAL RESTRUCTURING AND HUMAN (RE)ACTION

longitudinal study with employees might reveal other or additional valuable insights
with respect to the identified barriers.

A second limitation is that we focused on SMEs in one country. Only focusing on
SME:s in one country ensures a high comparability of the findings. This is because
structures and challenges in SMEs within one country are alike. Taking our study
and results as a basis and conducting the same investigation in other countries

increases the results’ generalizability. Country specific barriers can be identified.

A third limitation is that we interviewed representatives from different industries.
This gave us the opportunity to get a brought inside into current challenges and
barriers that SMEs in different industries face. At the same time, it would be
interesting to identify which industry specific hurdles exist. Our study does not have
a focus on industry specific barriers and thus our results are more brought. In future
research these industry specific difficulties can be detained, and specificities be

compared.
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1 Introduction

The world of work is undergoing continuous change.! Digitization, in particular, is
a current driver of change.? The digital world of work is becoming increasingly
scattered. However, at the same time, individuals have emancipated® themselves
with steadily growing demands to organize and adjust work and life, while work
becomes more critical. These developments may impact the way individuals work

in the future.>

Nevertheless, companies often consider rigid work models.¢ Equating work with
tixed working hours, a stagnant job in the company under corporate supervision,
strict hierarchies, and long-term employment does not reflect current opportunities
presented by digitalization.” Companies need to understand that they cannot
introduce new approaches while holding on to old concepts.® New technologies,
digital exhaustion, constant accessibility, work intensification, and increased mobility
are just phenomena leading to increasingly demanding and complex working
conditions. The desire for working conditions that are stimulating and facilitating is
growing, resulting in new requirements for work design as well as individual

demands.?

In response to dynamic changes in the world of work and the demands of
employees, organizations are initiating New Work approaches that focus on people
and attempt to formulate recommendations for action by organizations.!® New
Work may affect everyone, such that most companies recognize the need to affect
change. The question arises to which strategies they should pursue. New Work is

not yet tangible for managers and human resource (HR) staff, and there is blurriness

! Cf. Attmer, L.; Baumann, D.; Hackl, B.; Wagner, M., New Work, 2016, p. 4.

2 Cf. Fichtner-Rosada, S.; Hermeier, B. ; Heupel, T., Arbeitswelten, 2019, p. 291; Cf. Nagel, L., Covid-19 digital
transformation of work, 2020, p. 862.

3 Cf. Eifert, T., New Work Health Style, 2014, p. 34 and Cf. Fichtner-Rosada, S.; Hermeier, B.; Heupel, T,
Atbeitswelten, 2019), p. 164.

+ Cf. Fortmann, H.R.; Kolocek, B. , Arbeitswelt der Zukunft, 2018, p. 5.

5 Cf. Cloots, A.; Woérwag, S., Zukunft Arbeit, 2018, p. V.

¢ Cf. Fortmann, H.R.; Kolocek, B., Arbeitswelt der Zukunft, 2018, p. 302.

7 Cf. Aroles, J.; Mitev, N.; Vaujany, F., new work, 2019, p. 290.

8 Cf. Fortmann, H.R.; Kolocek, B., Arbeitswelt der Zukunft, 2018, p. 11.

° Cf. Fortmann, H.R.; Kolocek, B., Arbeitswelt der Zukunft, 2018, p. 131 and Cf. Becker, J. K., von der Oelsnitz,
D., Sinnerfiilltes Arbeiten, 2017, p. 4.

10 Cf. Koch, J.; Schermuly, C. C., Digitalisierung, 2019, p. 128 and Cf. Fortmann, H.R.; Kolocek, B., Arbeitswelt der
Zukunft, 2018, p. 84.
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to find a state-of-the-art procedure to implement it.!" Similarly, research has not
advanced significantly.!? There is no universally valid concept for New Work design

that can be introduced as a standard.!3

Against this background, the question arises: What are the requirements for SMEs
to design New Work from employees' perspectives against the backdrop of
digitalization?

This study examines the requirements for designing New Work from the perspective
of commercial SME employees. The aim is to understand which structures
employees need or desire regarding New Work. Within the study framework,
potential concepts are identified. Finally, recommendations for action and assistance

by companies are developed.
2 State of research

"New Work" was defined by Frithjof Bergmann, the Austrian-US philosopher,
anthropologist, and founder of the New Work movement.!* As early as the 1970s15,
Frithjof Bergmann was concerned with the relationship between people and work. 16
He developed an alternative model to wage labor and the capitalist maxim of
constant growth d /a citius, altius, fortius (faster, higher, stronger/further) under the
term "New Work."!” "The goal of New Work is not to free people from work, but
to transform work so that it produces free, self-determined, human beings. It is not

us who should serve work, but work that should serve us." 18

Since then, Frithjof Bergmann has been regarded as the founder of the New Work
movement' and a pioneer of modern work culture.

1 Cf. Attmer, L.; Baumann, D.; Hackl, B.; Wagner, M., New Work, 2017, p. VI and Cf. Fortmann, H.R.; Kolocek,
B., Arbeitswelt der Zukunft, 2018, p. 1.

12 Cf. Attmer, L.; Baumann, D.; Hackl, B.; Wagner, M., New Work, 2017, p. 1.

13 Cf. Fortmann, H.R.; Kolocek, B. , Arbeitswelt der Zukunft, 2018, p. 1 and Cf. Attmer, L.; Baumann, D.; Hackl,
B.; Wagner, M., New Work, 2017, p. 108.

14 Cf. Attmer, L.; Baumann, D.; Hackl, B.; Wagner, M., New Work, 2017, p. 3.

15 Cf. Kiaufer, T., Neue Arbeitswelt, 2019, p. 13.

16 Cf. Attmer, L.; Baumann, D.; Hackl, B.; Wagner, M., New Work, 2017, p. 3.

17 Cf. Attmer, L.; Baumann, D.; Hackl, B.; Wagner, M., New Work, 2017, p. 3.

18 Bergmann, F.; Friedland, S. New Wotk, 2020, pp. 25-26.

19 Cf. Fortmann, H.R.; Kolocek, B. , Arbeitswelt der Zukunft, 2018, p. 268.
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Today, New Work represents a change of vision concerning entrepreneurially
performed work.? It aims for a more humane future for the working world?! with
meaningful and fulfilling activities in more accessible and flexible work structures.?
New Work is intended to shed light on the future design of work.?? New Work is
not a concept that can be introduced or a method?* that can be applied, but a

movement consisting of various individually integrated approaches to solutions.?3

Currently, the following findings, among others, contribute to the current state of

research on New Work.

Digitalization is changing the means of work, the ways of working, communication,
and networking.?¢ Even a brief glimpse reveals its complexity: Smarter ways of
working, constant accessibility, work intensification, increasing personal
responsibility, mobility as well as time and location sovereignty, and new tools that

make it possible to work and communicate differently across time and space.?’

Based on the results of numerous studies, overarching principles and areas of design
can be identified, demonstrating how New Work should be designed to be attractive
to an employer on the one hand and offer employees optimal working conditions

on the other.

The principles include individuality, meaningfulness, flexibility, and the dissolution

of boundaries.28

20 Cf. Fichtner-Rosada, S.; Hermeier, B. ; Heupel, T., Arbeitswelten, 2019), p. 391.

21 Cf. Lutze, M.; Schaller, P. D.; Wutherich, H. A., New Work, 2019, p. 358.

22 Cf. Schnell, A.; Schnell, N., New Work, 2019, p. 7.

% Cf. Fichtnet-Rosada, S.; Hermeier, B. ; Heupel, T., Arbeitswelten, 2019, p. 392.

24 Cf. Ternes, A.; Wilke, C., Digitalization, 2018, p. 23.

%5 Cf. Binner, H. F., Megatrends, 2013, p. 366 and Cf. Beltman, S.; van Diermen, O., new ways of working, 2016, p.
274.

20 Cf. Cloots, A.; Woérwag, S., Zukunft Arbeit, 2018, p. 4.

27 Cf. Antoni, C.; Ellwart, T.; Kluge, A., Digitalization, 2020, p. 2.; Cf. Fortmann, H.R.; Kolocek, B., Arbeitswelt
der Zukunft, 2018, p. 6.; Cf. Fichtner-Rosada, S.; Hermeier, B. ; Heupel, T. , Arbeitswelten, 2019, p. 314; Cf.
Mainka-Riedel, M., Stress Management, 2013, p. 5.

28 Cf. Haubrock, A., Digitalisierung, 2019, p.99; Cf.Fortmann, H.R.; Kolocek, B. , Atbeitswelt der Zukunft, 2018,
p. 428 and Cf. Attmer, L.; Baumann, D.; Hackl, B.; Wagner, M., New Work, 2017, p. 72.



L. Wasser, T. Weber &> R. Buchkremer:
Digitization and New Work: A Qualitative Guide for Small and Medium-Sized Enterprises to Take 253
Action

Different areas of work can be designed according to the principles of New Work.?
These include working hours, work location, work content, organization,
management, and technology.

It is also essential to note that the design areas are interconnected and influence each

other.
3 Methodology

A qualitative empirical social research method has been used to answer the research
question to investigate individual requirements and opinions as well as to understand
the individual context, drivers, and motivation of the requirements. Further, based
on individual impressions, a true-to-life evaluation can be ensured. Thus the target
is to derive overarchiving patterns and develop indications how and why New Work
shall be designed as a guidance for SMEs and managers. Guided semi-structured
interviews were applied as a common variant.?! In the interview, interviewees are
asked questions and narrative prompts that are presumed to be relevant to the
research question based on theoretical presuppositions. There are no guidelines for
how interviewees respond to these questions and narrative prompts or to what
extent interviewees may stray from the guide in their responses and set their narrative
emphases.? Individual interviews are used to reconstruct subjective perspectives
based on the interviewees' everyday experiences and inductively generate
hypotheses.

The interview guide was developed using theoretical knowledge derived from the
current literature and based on the research question according to the fout-step
formula (collect, review, sort, subsume).3?

In sum, the guide consists of five blocks with 29 questions designed to obtain as
much information as possible to answer the research proposal. According to Flick's
model, all interview questions were checked to verify meaningfulness, formulation,

and structure.34

29 Cf. Bayo-Moriones, A.; Larraza-Kintana, M.; Ollo-Lopez, A., New Work Practices, 2010, p. 219.

30 Cf. Haubrock, A., Digitalisierung, 2019, p.99; Cf.Fortmann, H.R.; Kolocek, B. , Arbeitswelt der Zukunft, 2018,
p. 428 and Cf. Attmer, L.; Baumann, D.; Hackl, B.; Wagner, M., New Work, 2017, p. 72.

31 Cf. Baur, N.; Blasius, J., empirische Sozialforschung, 2014, p. 53 and Cf. Ziegele, M. Qualitative
Leitfadeninterviews, 2016, p. 221.

32 Ziegele, M.,Qualitative Leitfadeninterviews, 2016, p. 221.

33 Cf. Ziegele, M., Qualitative Leitfadeninterviews, 2016, p. 222.

3 Cf. Flick, U., Qualitative Sozialforschung, 2021, p. 222.
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The sample was selected considering several criteria: generation, gender, and
hierarchical level. In total, eight individuals were interviewed. No prior knowledge
of the subject of New Work was required; the interview and the answers to the

questions resulted from personal work and life experience.

This study is subject to certain limitations. The results are not representative due to
the qualitative method. Similarly, the video interview format due to the COVID-19
pandemic could have influenced respondents' behavior and answers. A further

limitation arises from the omission of legislation and legal requirements.
4 Data collection and evaluation

In preparation for data collection, two pretests were conducted using non-sample
subjects. The pretest is a test run of the interview that precedes the actual interview.?
The test phase helps to optimize the wording and provides additional background
information. Due to the COVID-19 pandemic, interviews were conducted by video
call after the respective consent forms were approved for data use and privacy.
Immediately after the interview, the interview recording was transcribed using
transcription software. The transcripts were anonymized, ensuring that no
conclusions could be drawn concerning individuals. The transcribed interview
results were evaluated based on qualitative content analysis according to Mayring
and Kuckartz.3¢ A category system for coding and assessing the data was developed
inductively based on the theoretical framework, the research question, and the data
material. The text was subsequently coded using these categories and MAXQDA
software.

Table 1 summarizes the categories that emerged based on coding. The categories

allow the investigation results to be summarized in a structured way.

From the opportunities versus risks survey on digitalization, it can be deduced that
the focus is on opportunities, primarily greater flexibility, more individualized design,

networking, and more efficient working methods. The risks include constant

35 Cf. Baur, N.; Blasius, ]., empirische Sozialforschung, 2014, p. 299.
3Cf. Buber, R.; Holzmuller, H., Qualitative Marktforschung, 2009, p. 673 and Cf. Kuckartz, U., Qualitative
Inhaltsanalyse, 2018, p. 32.
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accessibility, difficult demarcation, information overload, a decline in social

exchange, and hacking incidents.

The importance of work can be derived from the respondents' motives. In addition
to renumeration to secure one's livelihood, the most significant reasons are
meaningful work, interpersonal relationships, teamwork, and self-fulfillment. These

motives underscore the New Work idea and indicate that the basis can be expanded.

Table 1: Categorization of the test results

Category Subcategory
S . Opportunities
Digitalization of the working world -
Risks
Importance of work Motives & motivating factors

Sense of purpose

Individuality
Flexibility

Dissolution of boundaries

New Work principles

Working time

Work location
Work-life balance

Organization

Design areas

Leadership

Technologies & Tools

Studies on principles and requirements were investigated to demonstrate that they
align with the theoretical framework and determine whether the interviewees wish
to see different forms of the individual tenets. Precise requirements emerged for

meaningfulness, individuality, and flexibility.

Meaningfulness was discussed as an essential requirement for the activity. The
respondents experience meaningfulness at four levels: Social contribution, personal
identification and conviction with the job, identification with the corporate vision,
and purposeful and result-oriented tasks. The respondents compare the principle of
individuality with self-determined and self-actualizing work. They consider a culture

of trust and error necessary as a basis for this. From the survey results, it is possible
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to derive three areas that enable individual work: Participation, freedom of decision,

and design freedom.

Flexibility is primarily associated with flexible working hours and a flexible
arrangement of personal and professional needs. In addition to the time factor,

freedom in the choice of work location is also counted as flexibility.

The principle of the dissolution of boundaries, the increasingly blurred boundary
between professional and private life, proved challenging. Although flexibility is
desired, the respondents perceive the blurring of limitations to be the most
significant risk. Ideas on how improved demarcation can succeed or be supported

are less concrete.

Potential New Work design approaches emerged via an investigation of individual
design areas. The desire for flexible working hours is undisputed. However, there
are two interpretations of this: flexible working times within a predefined framework

and the dissolution of working time regulations.

Regarding the work location, the desire for a hybrid model (workplace in the
company and home office (HO)) is undisputed among all respondents. A potential
challenge with a hybrid model is increased difficulty holding meetings with workers
in different settings. When working on-site at a company, employees value having
single offices and meeting rooms for teamwork and a "tech zone" that offers
professional IT equipment. In addition, two concepts, "coworking spaces" and
"activity-based working," were briefly presented to the respondents, who wete asked
for their impressions. The respondents had little or no experience with either

concept and little imagination for individual wishes.

To support work-life balance, respondents desire more significant consideration
given to individual perspectives. Further requirements are mobile working, more
spontaneous vacation decisions, and better meeting organization regarding the right
participants and time management. In addition, a digital tool for coordinating

workload and additional strategies for shaping work-life balance is desirable.
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The fundamental prerequisite for work content is a sense of purpose, which should
be provided by purpose-bound and result-oriented tasks and an individual value
contribution. In addition, the desire for further training opportunities and the idea
of a company-wide task pool (pull principle).

In the area of organization, it can be summarized that the respondents advocate
diminishing hierarchies in favor of more dynamic structures and more interactive
cooperation and networking at all levels. Employees wish to work quickly, flexibly,
agilely, and efficiently and make decisions to streamline decision-making processes.
Leaders are expected to have an adaptive and results-oriented leadership style. The
leader should fulfill the functions of a mediator of internal political issues, a coach,

and a motivator.

In the area of technologies and tools, the study indicates that the focus is initially on
standard applications. There is little active or proactive insight into the technologies,
digital tools, or applications (of the future) that employees desire to support their

work.

Comparing the results of the principles and design areas demonstrates that the
contents and requirements are congruent. This congruence confirms and clarifies

the interdependencies of the individual dimensions.
5 Recommendations for action

Based on the survey results, Figure 1 lists several recommendations for respective
design areas using the principles of New Work. The figure uses the individual design
areas and instruments to illustrate the multidimensionality of New Work and the
mutual influences of the individual elements. It is crucial to note that the different
ideas can be implemented with varying speed or ease and are subject to change of
variable intensity. In addition, individual instruments may have greater significance

or impact than other measures. Hence, the company must determine its priority.

The changes extend to the entire company, affecting working methods, processes,
structures, and employees. Therefore, managers should refrain from implementing

only individual instruments, as these have no impact in the sense of New Work.
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However, it is recommended to strive for changes according to the four New Work
principles and consider potential interactions to act according to the New Work
approach. Another recommendation is to make proposals as open as possible so
that employees can select each supporting measure individually. Voluntary access
makes it possible to incorporate different employee perspectives and, as a company,
to determine what employees ultimately use. In addition, leaders should consider
that some employees do not prefer flexibility, favoring a stricter prescribed
framework. Managers must identify these individuals and support them closely.
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Figure 1: New Work recommendations for action

6 Change management

Another critical aspect that must be emphasized is that New Work is not an
implementable project. New Work thrives on continuous change in which the focus

is on individuals in the sense of a human way of working.
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The greatest challenge is not to adhere to old structures and patterns in new work
approaches. It is a matter of breaking away from them and creating space for new
ideas to be experienced fully. Depending on the company's size, it could make sense
to redesign areas in line with New Work.

7 Conclusion

The world of work is undergoing continuous change. Digitalization, in particular, is
currently considered the biggest driver of change in the world of work. As a result
of this change, new challenges and opportunities arise for work design. As a
company's essential resource, individuals are exposed to unique citcumstances, with
the desire for more human forms of work design taking center stage. In this context,

New Work is seen as a reaction to the increasingly dynamic, changing world of work.

Therefore, this study investigated the requirements for companies to design New
Work strategies from the perspective of employees against the backdrop of
digitalization. Guided interviews were employed to derive recommendations for

action by companies.

At the outset, it can be noted that the COVID-19 pandemic accelerated
transformational thinking and probably fostered a new openness regarding these
issues. The study enabled a comparison of the theoretical dimensions of New Work
with the wishes of employees, whereby the desire for meaningfulness, flexibility,
individualization and the dissolution of boundaries can be ultimately confirmed. The
desire for an adapted work structure and change in the sense of New Work is
presented to clarify that New Work can be seen as a suitable approach to meeting
the needs of employees. Requirements and patterns were identified across various
principles and design areas. The overriding conclusion is that employees across all
types of work desire a wide range of freedoms within a particular framework. Based
on the study results, company recommendations for action were developed to
address the research question further. A critical success factor is the understanding
that New Work thrives on a holistic approach that focuses on people. Only if old
structures are dissolved can the new world of work be given room to succeed for

companies and employees.
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8 Outlook

The work results can serve as a starting point for developing strategies around New
Work and work design transformation for companies. In addition, the results can be
used for further research using more extensive samples or detailed studies of
individual principles or design areas. In particular, further research into the design
area of work-life balance, and potential approaches for employees to more easily

differentiate between them, is recommended.

In principle, it is advisable to investigate further the qualitative research results

obtained using quantitative methods.
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1 Introduction

Digital innovation in education — as in any other sector — is not only about
developing and implementing novel ideas, but also about having these ideas
effectively used as well as widely accepted and adopted so that many students can
benefit from innovations improving education. However, especially in pressing
circumstances such as a lockdown, there is a considerable risk of introducing ad hoc
innovations that do not deliver the expected effect or, even if they do, are not

scalable or transferable to other contexts.

Effectiveness, transferability and scalability cannot be added after an innovation has
been designed, developed or implemented in educational practice. Instead, it must
be integrated in the design, development and implementation processes and from
the start be an integral part of innovation development. Evidence-informed practice
(EIP) has the potential to facilitate this integration. EIP aims to achieve greater
effectiveness as well as scalability and transferability of educational innovations by
making use of three types of evidence when generating educational innovations: 1)
evidence from scientific research, 2) evidence from practical expertise and
experience, and 3) evidence from local (system) data (Brown & Malin, 2022).
Engagement of others during the design process is also promoted by Froyd et al.
(2017), who argue that a propagation approach, encompassing the early engagement
of stakeholders and potential future adopters, has more chance of successfully
transferring effective educational innovations to other contexts than a dissemination

approach.

A very relevant, but often overlooked, aspect in the adoption of educational
innovations is the impact an innovation has on the personal values of the various
stakeholders. Values in educational innovation have received increasing attention in
society with the emergence of various examples of unrest generated by digital
innovations. An example is the ongoing discussion about the use of online
proctoring software (Appelman et al., 2021; Ebbinghaus & Bés, 2020; Harwell, 2020;
Scienceguide, 2022; Singer & Krolik, 2021). The importance of values is subscribed
by Cukurova et al. (2019) who propose to include the perspectives and values of
users as a fourth type of evidence in educational innovation. However, in what way
the value perspective can be incorporated in EIP is not explicitly discussed by

Cukurova et al. (2019), and this is lacking from other EIP literature as well.
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Value Sensitive Design (VSD) is an approach to integrate values in technological
design. VSD originates from the fields of information systems design and human-
computer interaction (Friedman et al., 2006). It is characterized by engaging both
direct and indirect stakeholders in assessing the impact a new design may have on
their values, such as autonomy, trust, responsibility, safety or wellbeing, and what
design choices will generate the most positive impact. Applying VSD to the topic of
online proctoring software, for instance, generated 21 additional implementation
criteria to the criteria that were derived from a functional investigation including test

runs with the software (van Steenbergen & van der Spoel, 2021).

In this paper we discuss how EIP and VSD may be combined into a integrated
approach to digital educational innovations, which we call value-informed innovation,
that not only considers educational effectiveness, but also takes into account the
innovation’s impact on human values, its scalability and its transferability to other

contexts.

In the next section we discuss the theoretical background of VSD and EIP
separately. In Section 3 we combine the two by incorporating values in EIP, using
the ADDIE model to structure activities taken from VSD. We illustrate the
integrated approach in Section 4 with the example of an educational innovation

involving peer feedback and conclude with discussion and conclusions in Section 5.
2 Theoretical Framework
21 Value Sensitive Design

Value Sensitive Design (VSD) is “a theoretically gronnded approach to technology design that
takes buman values into account in a principled and comprebensive way throughont the design
process” (Friedman et al., 2000, p. 349). Human value is defined in VSD as “what is
important for people in their lives, with a focus on ethics and morality” (Friedman & Hendry,
2019, p. 4). VSD goes beyond instrumental aspects such as functionality, reliability
and ease of use, integrating potential impact on moral values of individuals, groups
and societies in the design process. VSD distinguishes four types of stakeholders
whose values must be taken into account: the sponsor of the new design, the project

team doing the design, the envisioned users of the design, called direct stakeholders,
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and persons or groups that may be affected by the design though they do not use it
themselves, called indirect stakeholders. Especially identifying potential impact on
the values of indirect stakeholders requires careful and creative thinking. It requires
going beyond the intended use of the design and consider what might happen when
use of a design continues far into the future (time perspective) or is spread to other,

possibly unintended, contexts (petvasiveness perspective).

The values of all stakeholders, as well as possible tensions between those values, are
examined iteratively in what VSD calls a conceptual, empirical and technical
investigation. At a conceptual level, the relevant stakeholders and values are
identified and defined based on existing literature and knowledge. At an empirical
level, the perception of these values by the different types of stakeholders is studied
by means of methods such as interviews, focus groups or experiments, leading to
the elaboration of the values into norms. At a technical level, values and norms are
translated into technical design. VSD has been applied to a variety of technological
designs, such as wind parks (Oosterlaken, 2015), browsers (Friedman et al., 2002),
educational apps (van der Stappen & van Steenbergen, 2020) and social robots
(Smakman et al., 2021).

2.2 Evidence-Informed Practice in Education

Inspired by a trend in the health and social work professions, the attention for using
evidence to inform educational practice has attracted increasing attention in the last
decade or so (Nelson & Campbell, 2017; Nevo & Slonim-Nevo, 2011). Moving away
from a (deterministic) step-wise approach usually denoted by evidence-based practice,
the term evidence-informed practice (EIP) has become common in the field to
describe the utilization of knowledge (evidence) by educational professionals to
improve their practice (Brown & Malin, 2022; Nevo & Slonim-Nevo, 2011).

According to Brown and Malin (2022, p. 2), EIP can be described as ‘fostering
Situations in which teaching practice is deliberately informed by knowledge such as: (1) formal
research; (2) evidence produced by practitioners’ inquiries; and/ or (3) evidence derived from school-
or system-level data (eg., student assessment data)’. Another definition of EIP is posed by
Nelson and Campbell (2017, p. 129): ‘EIP must be seen as the integration of professional

Judgement, system-level data, classroom data and research evidence.” In both definitions, the
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same three types of evidence — on which we elaborate in the next section — are

mentioned that should be incorporated in the improvement of teaching practice.

Educational professionals may have different goals to work in an evidence-informed
way. On the most basic level, using evidence to inform the process of implementing
an educational innovation will increase the chance of being successful because the
decisions made will be sound and grounded in knowledge. If in addition a validated
process model such as the ADDIE approach (Branch, 2009) is used, the probability
of making the right decisions in the right order will increase further. On a higher
level of ambition, working in an evidence-informed way will help to extend the
knowledge base by allowing for and facilitation of the vertical spread of the
innovation (scaling up) and/or hotizontal spread of the innovation (transfer to

different contexts).
2.3 Types of Evidence in EIP

As mentioned above, according to Brown and Malin (2022), three types of evidence
should be utilized by educational professionals: 1) formal research, or scientific
evidence, 2) practical expertise, or practice-based evidence, and 3) (school) system

data, or local evidence.
Scientific evidence

Scientific evidence relates to knowledge about ‘what works and why’ based on
theories developed through formal research. Brown et al. (2017) describe research-
informed teaching practice (RITP) as teaching practice being informed by
practitioner expertise as well as external.,, peer-reviewed research published by
academic researchers. Examples are (systematic) literature reviews, empirical (lab)
studies, qualitative studies and meta / effect studies. Scientific evidence is sourced

from theory and literature.
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Practice-based evidence

Practice-based evidence has been developed through practice-based research,
describes ‘what works where and for whom’ and indicates success factors for
implementation and contextual barriers and facilitators. Ideally , this type of evidence
is transferable and generic in order to be informative in a different context, and for
the outcomes to be scaled up to support a broader field of application (Andriessen,
2016). Examples are co-design-based  studies, (didactical) usability
studies, prototyping, and good or best practice descriptions (Prinsen & van der
Stappen, 2021). Practice-based evidence is sourced from implementation contexts

other than the one in which the innovation is developed.
Local evidence

Local evidence is knowledge obtained by systematically analysing multiple existing
data sources within the school to describe 'what happens in our school'. These data
sources can be both quantitative and qualitative, e.g., student characteristics,
achievement data, classroom observations and system log files of learning
management systems (LMSs) (Brown et al, 2017). Applying this evidence to
innovate educational practice as well as to evaluate such innovations is called data-
based decision making (Schildkamp & Kuiper, 2010). Local evidence is sourced from

the specific implementation context in which the innovation is developed.
2.4 Propagation of Educational Innovations

EIP is the combined usage of local, practice-based and scientific evidence (Brown
et al, 2017; Nelson & Campbell, 2017; Nevo & Slonim-Nevo, 2011). This
combination of perspectives can be considered as 'triangulation of evidence' to
improve practice and has the potential to contribute to the propagation of
innovations. We consider the propagation of innovations as the stimulation and
facilitation of both vertical spread (scalability) and horizontal spread (fransferability) of
improvements to teaching and learning (Brown & Malin, 2022).

Froyd et al. (2017) argue that a propagation paradigm towards educational
innovation is paramount to eventually achieve system-wide adoption of an

innovation. This propagation paradigm has an equal emphasis on both fit and
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efficacy of the educational innovation being developed. Early stakeholder
engagement including stakeholders from a diverse set of contexts is central to the
approach, as is learning how the innovation should be implemented best through
engaging with potential users and adopters.

To fit an innovation effectively to the implementation context — and to ultimately
reach adoption of the innovation — it is crucial that the innovation in question does
not harm the values of direct and indirect stakeholders related to that context. If
negative consequences of the innovation have impact on (intended) users and
adopters, the remedy might be worse than the ailment. Indeed, Davies (1999, p. 115)
already stated more than 30 years ago that consideration of values is paramount:
»Evidence is also required about ethical issues of educational [or care] practice, such as whether or
not it is right or warrantable to undertake a particular educational activity [or health care

intervention].»

Since then, many perspectives and approaches towards the utilization of evidence in
professional practice have been proposed, but ethical issues have largely been
underexposed. Recently, Cukurova et al. (2019) emphasized the use of four sources
of information, in which the first three types of evidence are the ones mentioned
above, whereas the fourth type of evidence is »#he perspectives and values of those people
who are directly or indirectly affected« (Cukurova et al., 2019, p. 5). What is currently
missing however, are insights into how to incorporate values of direct and indirect

stakeholders into the implementation of educational innovations.
2.5 Relation to other approaches combining research and practice

Several approaches exist that also combine research and practice and share similar
underlying principles with EIP, such as Design Science Research (Hevner et al.,
2004), Action Research (Baburoglu & Ravn, 1992; Baskerville & Wood-Harper,
1998) and Action Design Research (Sein et al., 2011). However, these research
approaches all combine rigor and relevance towards the goal of theory advancement
by e.g., incorporating practice and real-world usage into the research process. EIP,
and our proposed approach, have the aim of incorporating existing knowledge into
the work process of (educational) professionals, but not the goal of generating new

knowledge.
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3 Incorporating Values in Evidence-Informed Practice

A widely adopted systematic approach to instructional design and educational
innovation is ADDIE (Branch, 2009), which comprises five phases from where the
acronym originates: Analyze, Design, Develop, Implement and Evaluate. In all
phases of this methodic approach, we can utilize the different types of evidence as
described in Section 2.3. In Figure 1, we illustrate how we can incoporate practice-
based evidence sourced from other implementation contexts (left), local evidence
sourced from the specific implementation context in which we are running through
the five ADDIE phases (center), and scientific evidence sourced from theory and
literature (right).

Since the ADDIE approach was introduced, more agile and iterative approaches
have been adopted in many professional domains concerned with design — starting
from software engineering — as well as in education. It is possible to incorporate
such short-cycled iterations within the ADDIE approach, as is depicted by the
smaller cycle positioned behind the three phases Design, Develop and Implement.
The process starts with Analyze, subsequently running through Design, Develop
and Implement in several iteration cycles, and rounding off with Evaluate. Partial,
focused evaluations will be conducted within each of these iterations to guide the
planning of the next iteration. In the final Evaluation phase, the innovation process

is evaluated in an integral manner.

Theory / Literature
Scientific evidence

Specific implementation context
Local evidence

= ﬂ@

1
Other implementation I
1
1
1
1
1 ="
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|
1
1
1
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Practice-based evidence

/ Analyze \

Evaluate Design

1
1
Implement Develo
P - p |
1
1

Figure 1: Utilizing different types of evidence in EIP within the ADDIE approach
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VSD adds the perspective of moral impact to the aims of effectiveness,
transferability and scalability. As VSD is strongly based on stakeholder engagement,
it also aligns well with the propagation paradigm as proposed by Froyd et al. (2017).
It enriches conversations with practitioners by introducing the topic of personal
values and widens the scope of conversational partners by explicitly including
persons or groups that do not directly engage with the educational innovation but
are nevertheless impacted by it (e.g., housemates of students when using online
proctoring software). In Figure 2, we illustrate which VSD-activities can be
undertaken to elicit value-based evidence from all three sources of evidence: other
implementation contexts, the specific implementation context in question, as well as

from literature.

Theory / Literature
Scientific evidence

Other implementation
contexts
Practice-based evidence

| |
I Specific implementation context I
1 Local evidence 1
| |
I E E I
1 ES @ 1
[— |
| |
| |
| |
1 1
| |

f 2N @ W
Ceatsre | [ oeuen |

S

£ |

T

,HZI =X/ |

‘Implementu Develop ‘

Value-based evidence

Stakeholder identification Active stakeholder engagement Stakeholder identification
Value identification &= Value elicitation &= Valtie identification
Pervasiveness / future envisioning 1 Impact assessment of design alternatives Stakeholder-value relationships

Figure 2: Combining VSD with EIP

VSD adds another focus of investigation: human values. What values to take into
account in what manner, is based on academic literature (conceptual investigation),
as well as practice-based knowledge (conceptual and empirical investigation) and
local data (technical investigation). Typical VSD activities that are added are
stakeholder indentification, value identification, pervasiveness/future envisioning,
active stakeholder engagement, value elicitation and impact assessment of design
alternatives. How these activities may take shape in the ADDIE phases is illustrated

in the next section.
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4 Worked Example of the Integrated Approach

To illustrate how the integration of VSD in EIP might work, we walk through an
hypothetical example process of introducing digitally supported peer feedback. This
example case is one where for a specific course, a team of educators consider the
introduction of peer feedback. The reasons for considering peer feedback are that
the teachers are experiencing a high workload, many students are failing the course
and students have consistently been asking for more and more timely feedback on
their work. The hope is that allowing students to provide feedback on each other’s

work digitally will have a positive impact on all of these issues simultaneously.

Table 1: Examples of the utilization of various types of evidence in the process of

implementing an educational innovation

Local evidence Practice-based evid, Scientific evid Value-based evidence
Check assumptions: In Check hiterature for identification of
. quite about good — and bad -
- assess teacher workload in ractices of the application of . B stakeholders and values in relation to peer
P PP Check literatuze for evidence on peex review
Gbjective quantiies related to | peer feedback and the observed | g P
teacher activities results eedback, e - R
- To what extent does it lower teacher | Identify potential value tensions in using
Analyze | - describe quantity and timing of workloads peer feedback
recerved feedback Rz;i;"miﬁfe"b““ 08t | What does it require from students to
- analyse students’ pesformance | P ’ be deployed successfully? Apply time and pervasiveness
and engagement during the perspectives to the envisioned peer
couse feedback
Elicit value norms and priorities relating
to peer feedback from the stakeholders
(dialogue with e g, students, teachers,
(board of) examuness, IT support, etc.).
Tnvestigate variations of peer feedback
5 . . i”‘edm‘mdtd zgﬁli of lhhe 90TAOR | with siakeholdess on how these affect
- - ranstorm with colleagues anc ased on saientific insigl ts on the their values (i act assessment), e.g by
. Compare alternative existing expexts on redesign of course added value and effectvencss O PEET | - Tapeoriodins Jeee
Design | configurations / sdministrations | “ OO HER. " Py terviewing
from the peer feedback system |~ 1, Pocr feedback inbegrate cecbac - Foeus groups
: within local constraints - Collect generic constraints on the _ Value scenatio’s
application of peer feedback ~ Mockup/prototype evalvation
- Harms & Benefits mindmap
- Ethical matrix
Relate value threats and tensions to design
choices
| Solicit advice from i} i -
Develop | oo s et w2228 | expeats/collesgues on howto | Fo v B0 e Fom Merstee B Rt catues and norms to pece feedbac
e incorporate peer feedback in " configuration choices
collected in future phases Tocal contest (course/systems) feedback (scripting)
Request technical and
; iy e
Pecform pilot walkthrough(s) of | pedagogical support in | Use the scrpting guidelines when Relate values and norms to peer feedback
Implement | the configured peer feedback configuration of peer feedback "
. - N " configunng the system and syllabus implementation choices
system before going live system (regarding e.g. : :
effectiveness & efficiency)
Evaluat ¢ with th Gather experiences of iavolved | - et
valuate engagement with the | oy ond teachers, e.g, what | or aidated instruments tomeasure | gy inon o of peer feedback on
Evaluate | IMS / peer feedback system and 3 effectiveness of the innovation and PACE OF X
ot (grac) did they consider beneficial, what | L0 LT (ditect and indirect) stakeholders
should be improved?

In Table 1, we illustrate for this example case how the four types of evidence are
iteratively collected and VSD is integrated in the process. During the Analyze phase,
the envisioned problem is analysed by using local data, experience of practitioners
with peer feedback and academic literature on peer feedback, not only to gain insight
on workload, feedback quality and student performance (EIP), but also on moral
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impact (VSD). To assess moral impact, an inventory is made of persons or groups
that might be impacted by the introduction of peer feedback and what character that
impact might have (e.g., positive impact on wellbeing of teachers because of less
workload and on confidence of students because of additional learning
opportunities, but maybe negative impact on assurance or privacy of students). In
the Design phase, besides studying existing configurations and effectiveness of
alternative configurations (EIP), stakeholders (teachers and students, but also
examiners) are actively engaged and asked about how they experience alternative
configurations (VSD), using techniques such as interviews, focus groups or
experiments. In the Develop, Implement and Evaluate phases, evidence from data,
practice and literature are used to assess alternatives and achieve not only an
effective, transferable and scalable solution (EIP), but also a solution that respects
human values (VSD).

6 Conclusion and Discussion

In this paper, we propose to integrate value-sensitive design with evidence-informed
practice as a way to not only ensure effectiveness, transferability and scalability of
educational innovations, but also a positive moral impact. Value-informed
innovation extends evidence-informed practice with methods and techniques to
actively take human values into account in the design process of educational
innovations. Aligning well with a propagation approach, value-informed innovation
extends the types of stakeholders to involve with relevant non-users and future users

and it extends the topics to be discussed with human values.

The integration of VSD in EIP operationalizes what Cukurova et al. (2019) propose
as a fourth type of evidence, besides scientific evidence (‘what works why’), practice-
based evidence (‘what works where and for whom’) and local evidence (‘what
happens in our school’): the perspectives and values of those people who are directly
or indirectly affected. This, what we call value-based evidence, describes ‘what is
considered valuable by whom’, relating implementations to human values of direct

and indirect stakeholders.



35TH BLED ECONFERENCE

274
DIGITAL RESTRUCTURING AND HUMAN (RE)ACTION

Value-based evidence originates both from academic science (conceptual
investigation) and practice (empirical and technical investigation). It appears that,
though values are rightly considered a fourth type of evidence, value-based evidence
is of a different order than the three others. Unlike scientific, practice-based and
local evidence, value-based evidence can be sourced from all evidence sources: it
can be derived from scientific literature, by elicitation from stakeholders in other
contexts, and derived from local data and experience. Moreover, value-based
evidence can (and should) be gathered from contexts in which implementation is

not intended (yet) by incorporating the time and pervasiveness perspectives.

Our work is a conceptual and theoretical contribution on the integration of EIP and
VSD to incorporate human values in the innovation process in educational practice.
For future work, it would be interesting to test this proposed approach in real-life
innovation projects, with the aim of concretizing the approach, to develop practical
insights and guidelines and to evaluate and improve the ideas presented in this paper.
Finally, we expect VSD can be integrated in a similar way in professional domains

other than education with approaches that resemble EIP.

References

Andriessen, D. (2016). Drie misverstanden over onderzock in het hbo weggenomen. Hoger Onderwijs
Management, 05.

Appelman, N., Toh, J., & Zwart, H. de. (2021, July 6). Opinie: ‘UvA, verhul racisme van proctoring
niet met mooie woorden’. Het Parool. https://www.patool.nl/gs-baal88f7

Babiiroglu, O. N., & Ravn, I. (1992). Normative Action Research. Organization Studies, 13(1), 019—
034. https://doi.org/10.1177/017084069201300104

Baskerville, R., & Wood-Harper, A. T. (1998). Diversity in information systems action research
methods. European Journal of Information Systems, 7(2), 90-107.
https://doi.org/10.1057 /palgrave.ejis.3000298

Branch, R. M. (2009). Instructional Design: The ADDIE Approach (Ist ed.). Springer.
https://doi.org/10.1007/978-0-387-09506-6

Brown, C., & Malin, J. R. (Eds.). (2022). The Emerald Handbook of Evidence-Informed Practice in
Education: Learning from International Contexts. Emerald Publishing Limited.
https://doi.org/10.1108/9781800431416

Brown, C., Schildkamp, K., & Hubers, M. D. (2017). Combining the best of two worlds: A conceptual
proposal for evidence-informed school improvement. Educational Research, 59(2), 154-172.
https://doi.org/10.1080/00131881.2017.1304327

Cukurova, M., Luckin, R., & Clark-Wilson, A. (2019). Creating the golden triangle of evidence-
informed education technology with EDUCATE. British Journal of Educational Technology,
50(2), 490-504. https:/ /doi.org/10.1111/bjet.12727

Davies, P. (1999). What is Evidence-based Education? British Journal of Educational Studies, 47(2),
108-121. https://doi.org/10.1111/1467-8527.00106



E. van der Stappen & M. van Steenbergen:
Valne-Informed Innovation: Integrating V alue-Sensitive Design and Evidence-Informed Practice in 275
Education

Ebbinghaus, U., & Bos, N. (2020, October 9). Upload, Spicken, Technikfehler: Die Tiicken der Online-
Klausuren. Frankfurter Allgemeine Zeitung.
https:/ /www.faz.net/aktuell/karriere-hochschule/hoersaal /upload-spicken-technikfehlet-
die-tuecken-der-fern-klausuren-16993134.html

Friedman, B., & Hendry, D. G. (2019). Value Sensitive Design: Shaping Technology with Moral
Imagination. The MIT Press.

Friedman, B., Howe, D. C., & Felten, E. (2002). Informed consent in the Mozilla browser:
Implementing value-sensitive design. Proceedings of the 35th Annual Hawaii International
Conference on System Sciences, 10. https://doi.org/10.1109/HICSS.2002.994366

Friedman, B., Kahn, P. H., & Borning, A. (2006). Value Sensitive Design and Information Systems. In
D. F. Galletta & P. Zhang (Eds.), Human-computer interaction and management information
systems: Foundations (pp. 348-372). M.E. Sharpe.
https://doi.org/10.1002/9780470281819.ch4

Froyd, J. E., Henderson, C., Cole, R. S., Friedrichsen, D., Khatri, R., & Stanford, C. (2017). From
Dissemination to Propagation: A New Paradigm for Education Developers. Change: The
Magazine of Higher Learning, 49(4), 35—42.
https://doi.org/10.1080/00091383.2017.1357098

Harwell, D. (2020, November 12). Cheating-detection companies made millions during the pandemic.
Now students are fighting back. Washington Post.
https:/ /www.washingtonpost.com/technology/2020/11/12/test-monitoring-student-revolt/

Hevner, A., March, S. T., Park, J., & Ram, S. (2004). Design science in information systems research.
MIS Quartetly, 28(1), 75-105.

Nelson, J., & Campbell, C. (2017). Evidence-informed practice in education: Meanings and
applications. Educational Research, 59(2), 127-135.
https://doi.org/10.1080/00131881.2017.1314115

Nevo, I., & Slonim-Nevo, V. (2011). The Myth of Evidence-Based Practice: Towards Evidence-
Informed Practice. The British Journal of Social Work, 41(6), 1176-1197.
https://doi.org/10.1093/bjsw/bcq149

Oosterlaken, 1. (2015). Applying Value Sensitive Design (VSD) to Wind Turbines and Wind Parks: An
Exploration. Science and Engineering Ethics, 21(2), 359-379.
https://doi.org/10.1007/s11948-014-9536-x

Prinsen, F., & van der Stappen, E. (2021, November). Evidence-informed Template for Good Practices
of Educational Innovation with Technology. Proceedings of EAPRL’21. EAPRIL 2021,
Online.

Schildkamp, K., & Kuiper, W. (2010). Data-informed curriculum reform: Which data, what purposes,
and promoting and hindering factors. Teaching and Teacher Education, 26(3), 482—496.

Scienceguide. (2022, February 9). Proctoring leidt op grote schaal tot faalangst. ScienceGuide.
https:/ /www.scienceguide.nl/2022/02/ proctoring-leidt-op-grote-schaal-tot-faalangst/

Sein, M. K., Henfridsson, O., Purao, S., Rossi, M., & Lindgren, R. (2011). Action Design Research.
MIS Quartetly, 35(1), 37-56. https://doi.org/10.2307 /23043488

Singer, N., & Krolik, A. (2021, May 9). Online Cheating Charges Upend Dartmouth Medical School.
The New York Times.
https:/ /www.nytimes.com/2021/05/09/technology/dartmouth-geisel-medical-cheating.html

Smakman, M., Vogt, P., & Konijn, E. A. (2021). Moral considerations on social robots in education: A
multi-stakeholder perspective. Computers & Education, 174, 104317.
https://doi.org/10.1016/j.compedu.2021.104317

van der Stappen, E., & van Steenbergen, M. (2020). The Ethical Matrix in Digital Innovation Projects
in Higher Education. Proceedings of the 33rd Bled EConference, 485-498.
https://doi.org/10.18690/978-961-286-362-3.33

van Steenbergen, M., & van der Spoel, I. (2021). Online Proctoring: Adding Human Values to the
Equation. 34th Bled EConference Digital Support from Crisis to Progressive Change, 283—
294. https://doi.org/10.18690/978-961-286-485-9



35TH BLED ECONFERENCE

276
DIGITAL RESTRUCTURING AND HUMAN (RE)ACTION




MEDIA CHOICE IN THE DIGITAL ERA: A
REPLICATION STUDY USING DIGITAL TRACES

JOSCHKA ANDREAS HULLMANN

University of Twente, Faculty of Behavioural, Management and Social sciences (BMS),
Enschede, The Netherlands.

E-mail: j.huellmann@utwente.nl

Abstract In recent years, the use of communication and
collaboration media tools has increased manifold due to a rise in
spatially distributed work. Which media tools individuals choose
for their communication activities has been a research question
of lasting interest. Hstablished research focused on traditional
media, for example, face-to-face, phone, or email. Moving the
focus from traditional media towards digital tools requires
rethinking previous findings. It is unclear whether the factors
influencing digital tools’ choice changed or stayed the same. This
paper replicates if the traditional hypothesized relationships and
constructs of media choice still hold in the digital era. In response
to a surge in interest, digital traces—activity logs from routine
technology use—are analyzed for conceptual replication. The
conceptual replication revises the boundary conditions of
established media choice theory and shows that the supervisor
remains a positive influence, whereas physical location becomes

negligible, and the coworkers’ influence is inconclusive.

R
-ﬂ- DOI https://doi.org/10.18690/um.fov.4.2022.17
ool ISBN 978-961-286-616-7

University of Maribor Press

Keywords:
media
choice,
replication,
digital
traces,
digital
tools,

collaboration.



35TH BLED ECONFERENCE

278
DIGITAL RESTRUCTURING AND HUMAN (RE)ACTION

1 Introduction

The COVID-19 pandemic has led to an unprecedented wave of working from home
and spatially distributed knowledge work (Mattern et al. 2021; Wageman et al. 2012).
Distributed workers rely on communication media that enable them to collaborate
at a physical distance (Bélanger and Watson-Manheim 2006). In recent years, the
availability of communication and collaboration media tools has increased manifold
(Statista 2019). When, how, and what media to choose is challenging for employees
and requires coordination with coworkers for aligning their joint media use
(Chudoba et al. 2005; Karr-Wisniewski and Lu 2010; O’Leary et al. 2014).
Insufficient coordination negatively affects performance because non-alignment
leads to non-effective media use and collaboration (Watson-Manheim and Bélanger
2007). As a result, effective coordination of joint media use and succesful
collaboration requires understanding media choice (Stephens 2007; Watson-
Manheim and Bélanger 2007).

Media choice depends on the physical location of employees, social factors such as
supervisor and coworkers, and the communication purpose (Riemer 2009). Previous
research into media choice focused on traditional media, for example, face-to-face,
phone, chat, email, or paper documents (Woerner et al. 2004). However, using digital
media tools gains momentum due to more distributed work (Wageman et al. 2012)
and a growing collaboration software market, diversifying the tools available in an
organization (Gartner 2019). Moving the focus from traditional media towards
digital tools requires rethinking previous research. It is unclear whether the factors
influencing digital tools’ choice changed or stayed the same over the last decade
compared to established media choice. This paper replicates if the traditional
hypothesized relationships and constructs of media choice still hold in the digital
era, posing the question: How do supervisors, coworkers, and physical location
influence media choice in distributed work?

Addressing this research question provides evidence for generalizing established
theory on media choice to the context of digital work. Media choice theory has been
empirically validated multiple times using surveys and interviews. Our conceptual
replication allows refining and revising established media choice theory by using

digital traces as a novel instrument. Digital traces are activity and interaction data
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from routine technology use, which have attracted considerable research interest in
recent years (Hillmann 2019; Hillmann and Krebber 2020).

2 Background
2.1 Replication and Digital Traces

Replications can increase the robustness of scientific advances by providing more
evidence for or against a research finding or by determining the boundary conditions
of existing theory (Dennis and Valacich 2014). Although exact replication strives to
replicate the original study as close to the original as possible, replication is “not
always a carbon copy of the original study” (Saunders et al. 2017, p. 342). Dennis
and Valacich (2014) distinguish three approaches to replication: exact replications,
methodological replications, and conceptual replications. Conceptual replications
inquire about the same theoretical constructs as the original studies but use varying
operationalization, that is, different measures, instruments and methods (Saunders
et al. 2017). There have been repeated calls for replications with novel instruments
to examine the boundary conditions of original theory (Eden 2002; T'sang and Kwan
1999). Conceptual replications may also bring theory into a new context, extending
and clarifying the original propositions (Colquitt and Ireland 2009). Performing
conceptual replications is encouraged over other approaches for well-established
theory (Tsang and Kwan 1999).

Media choice is an established theory that has been empirically validated multiple
times. Our study tests if the media choice theory generalizes to the digital era and
the context of digital tools. Digital traces as a novel instrument for replication are
used, which allow for robust and original replication studies (Agarwal and Dhar
2014; Mertens and Recker 2020). Digital traces are longitudinal event log data of
routine communication and collaboration systems use (Hillmann 2021). For
example, log data from sending or receiving emails, text messages, or sharing files in
Microsoft 365 (Hillmann and Kroll 2018). Digital traces are typically stored in the
cloud and can be extracted without end-user interaction, and they can entail the
complete history of using a particular collaboration tool. Hence, digital traces
promise a more complete and accurate account of past human behaviours than self-

reported data such as surveys or interviews (Chaffin et al. 2017; Scharkow 20106).
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Therefore, digital traces are robust for testing the media choice theory that was

established using surveys and interviews.

2.2 Digital Era of Media Collections and Media Choice

Spatially distributed workers rely on communication tools to collaborate at a physical
distance (Bélanger and Watson-Manheim 20006). Usually, these workers do not rely
on a single tool to fulfil their tasks but instead use a subset of tools (Lee et al. 2007,
Stephens 2007). We call this subset of tools their media collection, which the
workers choose from a heterogeneous set of tools available in their organization, i.e.,
the organization’s media landscape. Making this choice for a media collection
depends on social factors such as supervisor and coworkers, theorized as
antecedents of media choice. Previous studies on media choice tested these
antecedents for traditional media, for example, telephone, mail, email, or face-to-
face meetings (Riemer et al. 2009). Conversely, our replication focuses exclusively
on digital media tools in distributed work, thereby testing whether media choice
holds in the digital era.

The concept of a media collection is derived from the theory of communication
media repertoires by Watson-Manheim and Bélanger (2007). Watson-Manheim and
Bélanger (2007) group different media collections according to their communication
purpose, for example, coordination (ie., managing interdependent tasks),
information sharing (i.e., exchange of knowledge), or relationship development (i.e.,
socializing into the organization). Other works characterize media collections by
their size (i.e., how many tools are included) and how the tools are used (sequentially
or concurrently) (Lee et al. 2007). Tools in the media collection may either be
synchronous or asynchronous and require colocation of workers or are spatially
flexible (Riemer 2009). However, most tools nowadays provide asynchronous
communication features such as text, voice, and video messaging—even if they
primarily aim at real-time communication, for example, Skype. Thus, by design,
digital tools do not require the colocation of the users as they enable distributed
work. Another classification scheme considers the type of communication and the
features of tools (Fouss and Chang 2000). However, modern tools converge towards
multi-purpose integrated systems (Riemer 2009), making classification by features
difficult. As distinguishing media collections by features, synchronicity, or colocation
is infeasible for integrated systems in distributed work, we replicate the results of
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Watson-Manheim and Bélanger (2007) and focus on the communication purpose
for distinguishing media collections.

Media choice theory posits that the social factors, actions, and behaviours within
workgroups affect a worker’s attitude towards communication technologies and the
choice of tools (Fulk 1993). Social factors include norms for media use and the
imitation of coworkers’ media usage (Fulk et al. 1990), perceived media richness, and
media experience (Schmitz and Fulk 1991), task experience, and situational factors
(Stephens and Davis 2009), as well as organizational factors, such as job role or
position in the hierarchy (Stephens 2007). Despite many factors being researched,
previous studies find that the attitudes of coworkers and supervisors are the critical
social influence for media choice (Trevifio et al. 2000; Webster and Trevifio 1995).
Supervisors exert influence via verbal statements through which workers adopt the
supervisors’ perceptions of media choice (Schmitz and Fulk 1991). As part of such
verbal statements, supervisors may promote their favourite tool (Schmitz and Fulk
1991). Workers may also choose to imitate the supervisor’s media choice to ease
communication (Fulk et al. 1990). Consequently, we hypothesize: Hla: The
assigned supervisor is positively associated with the choice of media
collection in distributed work. Hlb: The assigned supervisor’s media
collection choice is positively associated with the choice of media collection
in distributed work.

In addition to the supervisor, the coworkers shape attitudes towards tools through
everyday talk, discussing the benefits and drawbacks of tools and sharing knowledge
on how tools are used. More specifically, the coworkers influence how tasks are
perceived and the appropriate media choice to solve a task (Schmitz and Fulk 1991).
They establish social structures and norms on media use in the organization through
routine tool use (Fulk et al. 1990). Coworkers co-learn about the tools and influence
each other’s perceptions (Fulk et al. 1990), as they must use the same, or at least
compatible tools, to communicate. Because of these reasons, we hypothesize: H2:
The coworkers are positively associated with the choice of media collection
in distributed work.

The original theory argues that social influence disseminates via social encounters
such as water-cooler chats, ad-hoc meetings, and random encounters. As the

physical location constrains how people meet and communicate, it is another critical
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factor for media choice (van den Hooff et al. 2005; Trevifio et al. 2000; Webster and
Trevifio 1995). A change in the digital era is the increase of spatially distributed work
across multiple sites, characterized by a reliance on digital tools. Traditional media
such as face-to-face meetings are less relevant. Since the physical location is less
important if the choice is only between digital tools, we hypothesize: H3: The
assigned location is negligibly associated with the choice of media collection
in distributed work.

3 Methods

Our replication draws from a sample of Microsoft 365 digital traces data. The data
is collected from an organizational unit of a global systems integrator and managed
service provider with 30,000 employees. The selected organizational unit operates
across 18 locations in one European country. The unit consists of IT setrvice
consultants, who work exclusively with Microsoft 365, drafting and sharing
documents, presentations, and excel sheets. There is a policy that Microsoft 365
must be used, and the machines are limited to this software, including Exchange,
OneDrive, SharePoint, Teams, and Yammer. Which of these five tools to choose is
left to the employee’s discretion. The organizational unit is representative for the
organization at hand and represents a typical I'T service consulting practice. The unit
is divided into subunits distributed across locations with vatious tasks. An excerpt
of the data and the underlying data structure is illustrated in Table 1. The sample
consists of 813 knowledge workers and contains usage data that is aggregated per
month and covers the timespan from June 2018 until January 2019. The usage
frequency of each tool is given as the sum of actions performed per tool and per
month. For example, accessing files on OneDrive, or sending an email or chat

message. Due to the data’s sensitive nature, it cannot be shared publicly.

Table 1: Excerpt from data

One  [Share Org. Supervisor
ID  |[Exchange [Drive [Point [Yammer [Teams [Subunit 1D Location
891 10,583 32 69 47 0 Operations [1111 Locationl
892 110,670 1,524 48 49 0 Operations  |891 Locationl
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As with any statistical model, we have underlying assumptions that manifest in
parameter configuration for our pre-processing and data cleansing. Because
choosing fixed values for these parameters would be arbitrary, we test multiple
parameter configurations for our models that are common in media choice
research—as recommended (Mertens and Recker 2020; Schwab et al. 2011). The
most central assumption is the minimum usage frequency threshold that determines
whether a worker is actively using a particular tool. A tool is included in a media
collection only if the worker is actively using it. We test various minimum usage
frequency thresholds (40, 110, 250, 500, or 1000 actions per month). Besides the
usage frequency threshold, we filter organizational subunits depending on the
minimum number of members constituting an organizational subunit. We test the
values 0, 5, 10 for minimum unit members. Two data sources for the assigned
subunit of each employee were available: active directory, which was entered by
human resources, and Microsoft Teams data, which was entered by the employees
themselves. Both sources were available in two versions leading to four different
configuration parameters. In our subsequent analyses, we test all parameter
combinations (5 usage thresholds * 3 minimum members thresholds * 4 subunits =
60 configurations) and report the mean and box plots for the calculated test statistics.

All parameter configurations led to similar results.

We use Ward’s hierarchical clustering (minimum within-cluster variance criterion)
to identify relevant media collections in use (Murtagh and Legendre 2014; Ward
1963). The cluster analysis is based on a table with binary values that indicate for
each tool whether an employee is an active user or not (active=1; not active=0). As
stated above, the cluster analysis is repeated for the 60 different parameter
combinations. As hierarchical clustering requires choosing a fixed number of
clusters a priori, we determine the number of clusters by the differences of average
within-cluster homogeneity (Thorndike 1953)—commonly referred to as the “elbow
method”. We identify the frequently used media collections by visually inspecting
the dendrograms, elbow plots, and histograms (Figures 2a,b,c in appendix). The
resulting media collections are mutually exclusive. We determine the primary
communication purpose of a media collection through its included tools. Based on
the majority of purposes of the included tools in the media collection, we derive the
purpose of the media collection itself (Lee et al. 2007). Based on Schwade and
Schubert (2017), we consider Exchange, OneDrive and SharePoint as information

sharing tools, whereas Yammer and Teams are relationship development tools.
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For replicating the hypotheses, we operationalize the coworkers’ influence through
the assigned organizational subunit of the worker. The media collections are given
as distinct sets of tools. The supervisor is the direct manager, to who the employee
reports, and the physical location is the assigned city and street address. All variables
are given as nominal IDs. Because all variables are of nominal scale and the factor
levels reach up to 119, an unordered multinomial regression would show different
factor loadings for each instance and not yield helpful results (McElreath 2020). For
example, it would show the results for 119 managers instead of the general influence
of the supervisor. Rather, we show the association between the factor variables and
test the stochastic independence using Pearson’s chi-squared test and Fisher’s exact
test (with Monte Carlo simulations for the p-values based on Patefield (1981)).
Accordingly, posthoc correlation analysis to estimate the effect size is performed
with Cramer’s V, suited for nominal measurements (Cramér 1946; Sheskin 2000).

Our interpretation of effect sizes follows Cohen’s remarks on cross-tabulation
(Cohen 1988, p. 224; cited via Ellis 2010, p. 41).

4 Results

Exchange is the tool used by all workers in the sample. The median count of actions
performed in Exchange over the eight months is 12,363. The next most used tools
are SharePoint, OneDrive, and Yammer with median activity between 113 and 263.

Teams is not in use by most workers (see Table 2).

Table 2: Descriptive Statistics

[Descriptive Statistics [Factor Levels

Sfaot?slt{c N | Mean | St.Dev. | Min. | Median | Max. Variable Levels
Exchange 813 (16,049 |14,635 H95 (12,363 [128,878 [Employee IN=813
OneDrive 813 [5,627 33,116 |0 114 707,030 |Org. Subunit IN=10
SharePoint (813 [808 1,852 [0 263 19,636  Supervisor N=119
Yammer 813 454 794 0 113 6,155  |Location IN=18
Teams 813 |19 183 0 0 4,987  [MediaCollection [N=8

From Figures 2a-c (appendix), we identify eight clusters because the difference in
average within-cluster homogeneity converges to zero after eight clusters. Looking

at the eighth cluster in the dendrograms, we merged further “potential” clusters into
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a media collection called “Others” because these clusters had adoption rates close

to zero. The elbow plot and dendrogram are consistent across all 60 configurations.

Table 3 depicts the identified media collections. The importance of Exchange is
emphasized as 262 out of 813 workers use only Exchange. It is part of every
frequently used media collection that we identified. Besides Exchange, SharePoint is
another popular tool in the media landscape and part of four media collections.
Another observation is the recurring absence of Microsoft Teams, which is not
extensively used, and, thus, not part of the media collections, except for the “All”
collection. Table 3 shows three media collections with an information-sharing focus,
three collections with both information sharing and relationship development focus,

but no media collection with only a relationship development focus.

Table 3: Media collections with average active users of each collection.

Media Collection Purpose N Mean [St.Dev. Min.MedianMax.|
Information

Exchange Sharing 601268.517 {154.500 |64 262 498
Information

Exchange, OneDrive Sharing 60(91.050 [53.181 (13 [106 148
Information

Exchange, SharePoint Sharing 60(86.733 [37.136 [33 |96 134

Exchange, SharePoint, Information

OneDrive Sharing 60(75.567 [27.111 31 |88 106

Exchange, SharePoint, Both

OneDrive, Yammer 60[{121.917 {108.223 |6 |87 316

Exchange, SharePoint, Both

Yammer 60[58.617 42.346 |6 W6 116

All Both 48(18.167 |15.833 |3 [12 46

Others - 60[75.400 [23.290 {35 [76 108

Figure 1 and Table 4 show the estimated correlations. The results show a high
correlation between the supervisor and the choice of media collection, but only a
small correlation between the supervisor’s own choice of media collection and the
worker’s choice (cf. Cohen 1988; Ellis 2010). Consequently, the hypothesis on the
supervisor’s social influence holds (H1a), whereas its particularization in the
imitation hypothesis (H1b) does not hold.
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Table 4: Cramer’s V correlations

Covariate N  |[Mean [St.Dev. [Min. [Median [Max.
Supervisor 60 [0.467 (0.019 10.430 (0.476 [0.490
Supervisor
Collection 60 [0.151 (0.016 [0.127 (0.154 [0.184
Subunit 60 [0.183 (0.047 [0.129 (0.173 (0.311
Location 60 [0.164 (0.021 [0.142 (0.156 [0.205
w
° | ==
v. —
o
& +]
e z
N ! -]
o ——
L 1 =
| I — -
T T T T
Supervisor Supervis. Collection Org. Subunit Location

Figure 1: Cramer’s V correlations

As coworkers and physical location show a small correlation with the media
collection choice, which is lower than the minimum effect size of interest, the
hypothesis about the coworkers’ social influence does not hold (H2), whereas the
negligible association with the physical location does hold (H3). None of the
covariate pairs is independent across the tested parameter combinations according
to Pearson’s Chi-Squared test and Fisher’s exact test. In other words, all correlations

are statistically significant.
5 Discussion, Implications, Limitations, Future Work
Our results show that Exchange is prevalent in all media collections, supporting

Watson-Manheim and Bélanger (2007), who show that email is the most frequently

used media tool and is relevant for all communication purposes. We find superior
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use of the information sharing collections compared to the relationship development
collections, corroborating Watson-Manheim and Bélanger (2007). Explicit
relationship development in teams via digital tools is less common, requiring future
research in subsequent studies. Lee et al. (2007) find that smaller media collections
have more users than larger collections. We also find a tendency towards smaller
media collections with “Only Exchange” having the highest active user rate,
although the results are not as clear as in Lee et al. (2007). Despite a heterogeneous
media landscape (i.e., many different tools being available), the identified media
collections clearly show Exchange and SharePoint as the most frequently used tools.
Small media collections being favoured implies that explicit management and
coordination of media collection choice is not as critical as assumed because there
seems to be little coordination overhead. Nevertheless, we only looked at Microsoft

365, and samples with a larger media landscape may yield varying results.

According to Trevifio et al. (2000; Webster and Trevifio 1995), the supervisors’
media behaviours and attitudes influence the media choice of individual workers in
distributed work settings through verbal statements as part of conversations,
meetings, and collaborative work. The supervisors may also promote specific tools
(Schmitz and Fulk 1991). Our results corroborate the association between the
assigned supervisor and a worker’s media choice. Yet, our results do not substantiate
the hypothesis that workers may imitate the media choice of their supervisor for
joint communication purposes (Fulk et al. 1990). The supervisor has different tasks
than the subordinates and thus may require a different media collection. Except for
the imitation aspect, our analysis is agnostic to the specific behaviors of a supervisor
that influence the subordinates” media choice. Coworkers establish norms and values
surrounding media collections through routine and joint use of tools. They shape
the perceived task characteristics and media richness, which Schmitz and Fulk (1991)
find to influence the perceptions of appropriate media choice. Our data suggests
that the coworkers do not have a clear association with the media choice of
distributed workers. Perhaps, the perceived task characteristics and attitudes towards
media appropriateness are not sufficiently homogenous within organizational
subunits to paint a clear picture. Intra-job differences and a potential lack of widely
shared norms on tool use between coworkers may lead to different media collection
choices (Trevifio et al. 2000). Multiple studies find a relationship between physical
location and media choice (van den Hooff et al. 2005; Trevifio et al. 2000; Webster

and Trevilo 1995). The physical location presents a constraint towards
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communication, as a high distance prevents face-to-face communication and
encourages the use of digital tools. Our analysis shows that the hypothesis of a
negligible effect between physical location and media choice holds. The physical
location has little effect on media choice in the digital era, as opposed to established
theory on media choice. Summarizing, our replication finds evidence in digital traces
for the hypotheses that the supervisor has a strong effect and that physical location
has a negligible effect on media choice.

Our analysis’ limitations include a missing disentanglement of dyadic influences and
shared norms on the perceptions of task and media appropriateness (e.g., Stephens
and Davis 2009; Webster and Trevifio 1995). We only correlate the nominal
supervisor and the organizational subunit with the selected media collection. Our
results suggest that the influence of coworkers is not as homogenous as expected,
i.e., not all coworkers share the same media collection. Potential causes may be a
lack of shated norms on tool use or that our analysis misses intra-job differences in
the same way as other studies do (e.g., Trevifio et al. 2000). For an inquiry into the
dyadic social influence of coworkers, digital traces from enterprise social networks
may be a future research opportunity (Hillmann and Kroll 2018). Our study
provides a correlational view of the topic of media choice at a time before COVID-
19. With the ongoing development of digital collaboration tools, the media
landscape is under continuous change, and longitudinal research designs may further
clucidate the phenomenon. Our study looks at an idiosyncratic sample that describes
a distributed organizational unit from a global services provider. Although Watson-
Manheim and Bélanger (2007) show that media collection types persist across two
organizations, the identification of media collections is specific to the task structures
of the organization. Hence, we expect the nature of the task to influence a worker’s
choice of a media collection, and our results may not generalize to task structures
other than IT service practice. Previous research theorizes other factors to be
relevant for media choice that are unavailable in the digital traces of Microsoft 365.
For example, individual roles, strategies, and experiences, as well as personal
preferences, are theorized to affect media collection choice. Given limitations the
available data, we only analyze the influence of supervisor, coworkers, and physical
location. Future work can extend the granularity of the digital traces and
complement the analysis with interviews or surveys for more insights. The
organizational unit under study has an exclusive focus on Microsoft 365.

Nevertheless, external communication and collaboration tools that are not part of
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the Microsoft 365 suite may be in use by the workers, although such tools are not
approved by the organization (“Shadow IT”). These tools are out of the scope of
this study and require further data collection. For providing recommendations and
best practices on the explicit management and coordination of media use, follow-up
research should link performance data to the identified media collections.
Elucidating the link between media collections, media choice, and performance will
expose levers for managerial interventions geared towards media synchronization
and coordination. Since our approach is based on digital traces, caution is required
because the analyzed activities in the data set do not necessarily consume the same

amount of time, e.g., crafting an email may take longer than downloading a file.

In conclusion, we replicate established theory on media choice using the novel
instrument of digital traces and bring the theory into the digital era. In the empirical
setting of a global service provider, we identify the frequently used media collections
and address the antecedents of media choice in distributed work settings based on
analyzing a unique quantitative sample of digital traces. We contribute evidence to
media choice research and replicate that information sharing is the primary purpose
of media collections. Our analysis partially corroborates the existing theory on
collective media choice, showing that the supervisor is associated with an individual
worker’s media choice, whereas the association with the physical location is
negligible. Thus, managers should consider their influence on their employees’ media
choices. We show that digital traces are a well-suited instrument for conducting
conceptual replication studies. Despite the limitations of our data, digital trace
research shows prospects for subsequent inquiries and replications, further

extending existing research.
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1 Introduction

A global shortage of 69 million teachers is putting pressure on the education system
(Adubra et al.,, 2019). Furthermore, the issue is exacerbated as an analysis was
published by the Dutch Ministry of Education which concluded that there was an
attrition rate of more than 30% of teachers younger than 30 years of age in secondary
education within the first five years of their career (Ministry of Education, Culture
and Science, 2014). Many countries have similar attrition rates such as: 40% in the
US based on a survey, (Ingersoll, 2003), and 30-40% in Australia (Ewing & Manuel,
2005). Of all teachers, 33% dropped out of the profession within five years in the
UK (Education Policy Institute, 2021).

To reduce the amount of teachers dropping out, national policies have been aimed
at induction. Induction can be defined as “a planned program intended to provide
some systematic and sustained assistance specifically to beginning teachers for at
least one school year” (Helms-Lorenz et al., 2016). However, this support is under
immense pressure as schools struggle to provide induction due to the current teacher

shortage.

Novice teachers mainly struggle in the first period of their career with pedagogical
skills like classroom management. Pedagogical skills can be defined as “...the ability
and willingness among teachers to consistently apply those attitudes, knowledge and
skills that promote their students’ learning in the best possible way, in accordance
with set goals and within the limits provided. This calls for continuous development
of teachers’ own competence and the design of the teaching” (From, 2017, p.47).
Feedback given by coaching and observing (in relation to these pedagogical skills) is
the most powerful induction ingredient measured in a longitudinal study on the
effects of induction programs (Helms-Lorenz, van der Grift & Maulana, 2016).
Feedback is one of the greatest influences on learning and achievement (Hattie &
Timpetley, 2007). However, as few teachers and coaches are available to provide this
induction, thete is a need to search for other solutions. Thete are alternative sources
which can provide effective feedback through computers (Schneider et al, 2016;
Lavolette et al, 2015). One such example is the use of virtual reality to foster
presentation skills (van Ginkel et al, 2019). Therefore this support could be given in
the form of computer-mediated feedback (CMF).
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There are several reported affordances of CMF in a variety of learning situations
such as enhancing: achievement, engagement, gamification, facilitating collaborative
learning and real time error correction (Bahari, 2020). Bahari (2020) goes on to state
that one of the challenges of providing effective CMF, is that many elements of
feedback have not been widely explored. One element of CMF which is studied in
language acquisition pertains to whether to use immediate or delayed feedback
(Lavolette et al., 2015).

While previous studies have focused mainly on the effect of CMF on students’
performances regarding various tasks and skills, proper research on the
implementation of CMF to assist teachers is lacking hitherto. In addition, no
comprehensive list of design principles for CMF was found in the relevant literature.
Thus there is a fragmented picture of design principles of CMF as many of these
principles are studied individually rather than being studied as an integrative set. That
is why the aim of this systematic review is to distil a comprehensive set of effective
CMF components for the development of pedagogical teacher competencies. Such
a set of design principles would be of inestimable value to people creating CMF
systems of any kind.

This systematic review has been conducted to ascertain what elements of effective
CMF are required to develop pedagogical teacher competencies and to synthesize
these elements into a comprehensive framework for design principles of CMF. The
main question which was to be answered was: How to design CMF in order to foster

pedagogical competencies of a teacher?

To conclude, this specific systematic research will provide insight into how to design
how to design CMF in order to foster pedagogical competencies of a teacher. The
incorporation of these design principles in a computer system utilizing CMF would
have several affordances including: increasing the quality of teaching in the
classroom, reducing the workload for teachers, creating an alternative for coaching

and support of expert teachers, and decrease the dropout rate for novice teachers.
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2 Method

The current systematic review attempts to identify the characteristics of effective
CMTF in order to foster teachers’ pedagogical skills. In terms of the characteristics of
the learning environment, two classes are identified namely feedback characteristics
and system characteristics (van Ginkel et al., 2015). To support the effectiveness of
feedback characteristics, system characteristics are identified. System characteristics
relate to elements of the learning environment which are not related to the feedback
itself, but instead facilitate the usage of such feedback systems. Feedback
characteristics include all characteristics both objective and subjective related to the

feedback.

The methodological approach regarding the analysis of the articles contained in our
yield has been conducted based on the Biggs model (2003) which is a widely accepted
framework within the educational sciences. Furthermore, it is a framework within
which the categories are broad enough to be able to incorporate the results of this
review. Biggs (2003) identifies three separate categories 1) learning environment, 2)
learning processes and 3) learning outcomes (see figure 2). Category one contains
feedback characteristics or design principles that constitute the independent variable.
Category two constitutes the method or argument through which these elements in
the learning environment influence category three (performance, which is the
dependent variable). After selecting the characteristics of the learning environment
and their effects on performance, these aspects were synthesized into design
principles following the formula created by van den Akker (1999, p.5). The formula
is as follows: “If you want to design intervention X (for the purpose/function Y in
context Z), then you are best advised to give that intervention the characteristics A,
B, and C (substantive emphasis), and to do that via procedures K, L, and M
(procedural emphasis), because of arguments P, Q, and R”. Thus design principles
in the context of this study are principles which should be adhered to when creating
CMF in order to foster teacher's pedagogical skills.

This following section will start with the inclusion criteria that are formulated. Then
the search strategy is laid out accordingly, describing the independent and dependent
variables. The relevant publications are identified and finally these publications are
explored, analyzed and the relevant CMF elements synthesized into a comprehensive

framework.
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2.1 Formulation of criteria for inclusion

Various inclusion criteria have been formulated. To start with the first requirement,
(1) papers were included which were empirical in nature in which automated
feedback is related to the competencies of teachers. This is due to the aim of
investigating the effectiveness of CMF elements which therefore require empirical
studies such as randomized controlled trials. Second, (2) the articles must be in the
context of secondary or higher education as the CMF will be focused on teacher
pedagogical competencies. In addition, (3) only peer-reviewed articles were included
in the results to obtain scientific fidelity. Finally, (4) the time frame is limited from
2010 to 2021 because the rise of innovative technologies such as virtual reality that
support feedback started around 2010 (Ministry of Education, Culture and Science,
2019) and we are interested in design principles supporting feedback.

2.2 Development of a search strategy

The keywords for the independent variable were retrieved by starting with keyword
searches such as “feedback” and “computer®” after which relevant search results
were screened for related keywords and synonyms. The same process is repeated for
the dependent variable. A few examples of independent variables that have been
included are: “augmented”, “instruction”, “feedback”, ‘“automated”. For the
dependent variable examples of included keywords were: “performance”, “skills”,
“competenc®”. After an exhaustive list of dependent and independent variables had
been selected, every combination of the two variables was seatched for, with the
additional condition being the context of secondary and higher education. This was
done by combining all variables in Web of Science with the TOPIC “school” and
“educ*”’. Web of Science (WoS) is the leading scientific citation search platform in
the world (Li et al., 2017). At first, a search was conducted with all variables set to
TOPIC in Web of Science. However, this led to finding many irrelevant articles. To
limit the number of results and to increase the accuracy of the search, the dependent
variables were required to be in the title of the articles. In addition, three articles
were added through the process of snowballing. This was done to obtain scientific
fidelity as these relevant articles in the reference lists of our original yield did not

show up based on our search strategy.
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2.3 Identification of relevant publications

This systematic search strategy yielded 235 publications. After reviewing the
abstract, publications were removed that: showed no relationship between the
dependent and independent vatiable; did not focus on teacher competencies of a
teacher or a student who needs to develop a teacher competency; are not published
in English; do not include the context of secondary or higher education; or were not
empirical in nature. Of the 235 publications which were identified, 199 did not
include computer-mediated feedback or were not focused on teacher competencies.
A further 19 publications were not conducted in the context of secondary or higher
education. The article identification process was performed independently by two
researchers to ensure inter-rater reliability. The overlap of choices to include or
exclude articles from the yield of 235 publications made by the researchers is
(Cohen's Kappa = 1). The Cohen’s Kappa has been calculated based on a sample of
15 articles. Therefore, the inter-rater reliability was excellent.

3 Results

The result of this study is based on 17 articles of which three reviews and two meta-
analyses which met the exclusion criteria (see figure 1). Out of these articles eight
were randomized controlled trials and three were quasi-experimental studies.
Further, one was an exploratory study that did have a pre and post-test but no
control group. Most studies focused on language acquisition or non-verbal
communication with students, for example vocabulary instruction, non-verbal
communication, presentation competence, pronunciation, English writing, reflexive
journal writing and grammar mechanics. Six studies were done in a non-lab setting
classtoom or otherwise realistic setting. All others were conducted in a lab or
augmented reality/virtual reality setting. The studies were also analysed based on
whether they were founded on an underlying theory such as cognitivism or
constructivism. A couple of studies did use a fundamental underlying theory of
learning, these are: Engeness & Morch (2016) draw on Vygotskian cultural historical
theory, Peeples and colleagues (2018) utilize a cognitive apprenticeship model, while
Mirzaei and colleagues (2015) put Lewis’s lexical view to the test. All characteristics
of the learning environment have been taken into account when formulating the
design principles which led to our final model of the seven design principles (see

tigure 2).
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This section describes the seven design principles of CMF that were distilled (see
figure 2). Each design principle has its origin in one or more of the publications
which we have identified providing the argumentation for its practicability. In the
following paragraphs the design principles are layed out in three steps. Firstly, the
design principle is formulated including the independent and dependent variable.
Secondly, it is stated how many of the articles supported that design principle.
Thirdly, an example, taken from one of the 17 articles, of an argument which
supports the design principle is given. For each design principle it is indicated what

this means in a practical situation.

Coax memory and communicative performance by providing immediate feedback,
because the learner can then make a cognitive comparison between the learner
solution and the feedback which may have memory benefits. Out of the seventeen
articles, five made use of immediate feedback. As suggested by Arroyo and Yilmaz
(2018), there is a cognitive window of around 40 seconds that is open in which a
comparison can be made by the learner between the current behaviour and the

feedback which the learner has received.

Hone student performance by providing elaborative delayed feedback, which in turn
induces an effect known as the spacing effect thereby providing an opportunity to
re-study the learning material. Five articles made use of delayed feedback (although
not necessarily elaborative) and a further four used both immediate feedback and
delayed feedback or the timing was not clearly stated. There should be enough time
between each feedback message in order to create a new opportunity to study the

learning material (Candel et al., 2021).

Alleviate cognitive strain by delivering feedback in manageable units, thus decreasing
this strain as a consequence of not receiving too much feedback at once.
Consequently, this makes it easier to pay attention to the elements communicated to
the learner. Four articles make use of manageable units one of which states explicitly
that they make use of this technique. Indeed, Schneider and colleagues (2016, p.321)
recognized this element and made sure to utilize manageable units in their
randomized controlled trial. They state that “To limit the cognitive load at most one

feedback-instruction is given at a time.”
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Temper cognitive load by delivering feedback using multimodal communication,
thereby making it easier to pay attention to the elements communicated to the
learner. Multimodal communication is the usage of multiple modes of
communication such as: oral, written, haptic and video. This technique of
multimodal communication has been made use of in one RCT. This reduced
cognitive load makes it easier for the learner to pay attention to the elements
communicated to him. Schneider and colleagues (2016) and Peeples and colleagues
(2018) provided evidence in their RCT’s for the efficacy of multimodal

communication.

Buttress the perception of high frequency and high quality feedback by providing
personalized feedback, because personalized feedback is seen as being more specific
to the students’ input. Two randomized controlled trials, two meta-analyses and one
review study supported the use of personalized feedback. Furthermore learners feel
as if there is more involvement in their progress, thereby increasing their satisfaction
with learning. Deeva and colleagues (2021) show that students who receive online
personalised feedback consistently have a higher performance and satisfaction with

the course compared to students who receive generic feedback.

Optimize cognitive performance by allowing the learner to have a high perceived
degree of learner control, because having this perceived control increases the
learner’s motivation. This design principle is supported by one review study. One of
the situations in which a high perceived degree of learner control is beneficial in
aiding cognitive performance is in a paired associate learning task, whereby memory
is improved (Deeva et al., 2021). In this paired associate learning task, participants
were tasked with remembering words in pairs, whereby one group choose the words

which were ought to be remembered and the other group did not have a choice.

Trigger an increase in positive emo