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32NP Bled eConference Humanizing Technology for a
Sustainable Society

ANDREJA PUCIHAR (ET AL.)

Abstract Bled eConference, organized by University of Maribor, Faculty of
Organizational Sciences, has been shaping electronic interactions since
1988. Bled eConference is the oldest, most traditional and well renowned
conference in the field with more than 30 years of tradition. The theme of
this year’s 32nd conference is dedicated to “Humanizing Technology for a
Sustainable Society”. In 2018, European Commission emphasized that in
the future, competitiveness will be dependent on the ability to move towards
sustainability, resource-efficiency and the ability to exploit the advantages of
digital technologies. In the context of digital society, implementation of
digital technologies to achieve higher efficiency and competitive advantage
is insufficient. Society calls for different economy models; more responsible,
righteous and less exploitative. In this year’s conference, we address various
aspects of these challenges and provide directions and guidelines for
organizations to meet and overcome these challenges on their way towards
successful digital transformation. Themes covered in the papers of these
proceedings are focused on: digital transformation; business model
innovation; blockchain and social media; big data, data science, and decision
support systems; e-health, digital wellness and wellbeing; new applications
and organizational models; and novel approaches and cases in education in

digital economy.

Keywords: * Digital Transformation ¢ Digital Technology * Innovation ®
Digitalization * Sustainability ®
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The Role of Electronic Transportation Management

Systems in Seaport Digitalization

MARTJA JOVIC, EDVARD TIJAN, SASA AKSENTIJEVIC &
BOZIDAR SOTOSEK

Abstract The volume and speed of information exchange among the
stakeholders rose with the increase of transport and cargo volume in
seaports. Several ways of communication between stakeholders exist, such
as electronic exchange systems, shipping web portals and eCommerce.
Electronic Transportation Management Systems (e-TMS) tackle the issue
of non-uniform format standards and the means of messages exchange
which can be solved by the adoption of Mediation Service Software and
Electronic Transaction Platforms. With this adoption, the difference
between efficient and inefficient traffic management systems becomes
clearly visible. Inefficient systems do not possess the possibility to
optimize business processes. The development of e-TMS also aims to
solve economic and ecological issues. It allows centralized monitoring of
business processes, optimization of transport chain management, and

gathering data in a way that enables improved decision making.

Keywords: ¢ Electronic Transportation Management Systems ¢ Seaports
* Digitalization * Business Processes * Seaport Digitalization ¢
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1 Introduction

Business processes, i.e. physical transactions that are present in seaports differ in
developed and underdeveloped seaports. While the electronic data exchange is
the basic mode of information exchange in developed ports, the flow of
information is slower in less developed ports, mainly because of the presence of
paper document exchange. According to Deloitte Port Services, there are four
levels of seaport digital integration (“Deloitte Port Services - Smart Ports,” 2017):
port authority digitalization, port terminal integration, port-city integration and
wider supply chain integration. Initially, the ports were focused only on loading
and unloading operations and the development of infrastructure. The next phase
of integration includes digitalization of the port terminals which includes the
unification and standardization of the business processes of the seaport and the
surrounding area (other stakeholders), while the final phase refers to broader
integration that includes the whole supply chain, leading to full integration.

The need for faster business operations among agents, forwarders and their
customers increased with traffic and cargo volume increase. According to
European Commission’s Proposal for a Regulation of the European Patliament
and of the Council on electronic freight transport information (the European
Commission, 2018), the information exchange is still largely conducted via paper
documents, in a variety of formats; 99% of cross-border transport operations on
the territory of the EU still involve paper-based documents at one stage of the
operation or another. Costs, time and predictability are decisive factors for
companies’ competitiveness (“2017 Transportation Management Systems
Trends,” 2017). One of the problems, or issues that arise from the traditional
(paper-based) data exchange in transportation are increased administration costs.
Electronic data exchange allows a cut in administrative costs which could create
savings of between €20 and 27 billion within the transport sector over the period
from 2018 to 2040, according to Commission estimates (the European
Commission, 2018). Electronic transportation management systems (e-TMS) can
save companies’ money by lowering their freight spend (ARC Advisory Group,
2018).
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Harmful emissions represent the other problem caused by increased traffic
volumes and traffic congestion. Close to 25% of the global CO2 emissions is
caused by transport, and between 30 and 40% of this total is produced by cargo
transport (“Transport’s role in reducing CO2 emissions,” 2018). The effective
transportation systems should provide an optimal route with recommended
optimized non - work stops (Nimchuk and Mckinney, 2018). However, not all
participants are taking advantage of the vast benefits a TMS provides (Cerasis,
2016). According to Dreller, each participant organizes his own transport
processes without informing other participants, although the smooth flow
depends on communication (DreBler, Beilert, Beyhoff, and Wirtz, 20106), (Mei
and Afli, 2017).

This article focuses on the following research question: What is the role of
electronic transportation management systems in seaport digitalization? This

question was addressed through a systematic literature review.

The authors will analyse the current state-of-the-art in using electronic
transportation management systems, and compare the consequences of using the
electronic/digital document exchange, as opposed to paper document exchange.
The goal of the research is to prove the importance of electronic transportation
management systems in seaport environment. Transparency and easy access to
data are the basis for successful seaport business. Therefore, the research
problem stems from increased costs and lost time due to the archaic or
inadequate execution and monitoring of business processes. This paper presents
a review of research papers dealing with this topic, providing a better

understanding of eTMS implementation.
2 Methodology

The literature review was conducted in order to research the theoretical
foundations of electronic transportation management systems. This article
follows a systematic literature review method, which adheres closely to a set of
scientific methods that aim to limit systematic error (bias), mainly by attempting
to identify, appraise and synthesize all relevant studies (Reis, Amorim, and Melao,
2018). The systematic literature review method is also used as a key mechanism
to promote diversity of knowledge in a certain domain (Savaget, Geissdoetfer,
Kharrazi, and Evans, 2019).
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The authors started with the inclusion criteria by using a combination of keyword
“electronic Transportation management system” and alternative keyword
“Transportation management system’ (title, abstract and keywords). Google
Scholar, ResearchGate and SpringerLink’s databases were mainly used for this
purpose. The search for articles was conducted according on the time limitations
(2016-2018) and mostly included journal articles and conference papers. To
ensure that possible useful findings from various fields were not excluded, the

authors did not limit the queries to a specific field or index.
3 Theoretical framework

Several IT-based solutions exist that enhance communication between agents,

shippers, forwarders and other stakeholders:

1. eCommerce: can be categorized according to the type of product, service
and platform(Dr Wu, Starr, and Tan, 2017),

2. Shipping web portal or Multi Carrier Web Portal: Shipping portals are
web-based communities that allow access to multiple carriers’ services
through a single site and on a global level,

3. Electronic exchange systems: e.g. Port Community System (PCS).

“Transportation management system adoption rates for smaller shippers has
hovered in the 10% range, according to Bart De Muynck, Gartner research
director, while about 25% of medium-sized firms and 50% of large organizations
used the application to manage their freight activities” (“2017 Transportation
Management Systems Trends,” 2017). Another research about TMS has been
conducted by MarketsandMarkets, a company which, according to their claims,
provides quantified B2B research on 30,000 high growth emerging
opportunities/threats which will impact 70% to 80% of worldwide companies'
revenues (“Market Research Reports, Marketing Research Company, Business
Research by MarketsandMarkets,” 2018). According to their data, it is anticipated
that “the global transportation management system market is expected to grow
from USD 78.20 billion in 2017 to USD 202.14 billion by 2022, at a Compound
Annual Growth Rate (CAGR) of 20.9%”(“Market Research Reports, Marketing
Research Company, Business Research by MarketsandMarkets,” 2018). Bart De
Muynck mentioned two emerging growth markets for TMS; first, the continued
international growth in Asia (especially China) and Europe in 2017, and second,
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the continued growth of TMS in smaller organizations with less complex

transportation management needs (Muynck, 2018).

According to S. Kaewunruen, J. M. Sussman, and A. Matsumoto, there is a variety
of transportation systems, including land transportation (road, rail, and maglev),
aviation (airplanes, rockets), maritime (ferries, ships, ports), and pipeline
(tunnelling, risers, Hyperloop) (Kaewunruen, Sussman, and Matsumoto, 2016).
Because of the different priorities of key stakeholders (carriers, shipping
companies, agencies) involved in transport management, different technologies
are needed for a specific business area. “These complex sociotechnical systems
are interconnected, and undoubtedly, the behind-the-scene catalyst is essential
for building new capabilities and innovation as well as improving efficacy and
effectiveness of other businesses and industry sectors, such as resource logistics,
agriculture, real estate, etc.”(Kaewunruen et al., 2016).

Within TMS, one building block that composes it is the vehicular ad hoc
networks (VANETS), which provides data exchange between vehicles, roadside
units and Traffic Management Centers. Two communication types are enabled
in TMS by VANETS. The first one is vehicle-to-vehicle (V2V) communication,
used when the vehicles communicate among themselves without the need for
any infrastructure. The second one is vehicle-to infrastructure (V2I)
communication, used when a vehicle needs to send its information or request
some information to/from a central entity and also when a vehicle needs to

access certain content in the Internet(De Souza et al., 2017).

Electronic data exchange (EDI) is the electronic, computer-to-computer
exchange of business information in a structured format between business
trading partners or between various units within an organization (Njoni,
Semutwa, Mbaabu, and Osoro, 2016). EDI is being used by many companies to
order and pay for goods from suppliers to arrange transportation with carriers to
receive orders from customers to invoice customers, and to collect payments
from customers (Njoni et al., 2016). In addition to the freight transport problems,
problems can arise in the TMS software itself. The problem of the TMS software
is “the lack of uniform standards for format and ways of exchanging messages”
(Petrovi¢, V.; Badurina, R.; Tijan, 2017). Two solutions used for communication
between transport organizers and shipping companies are (Petrovié, V.;
Badurina, R.; Tijan, 2017):
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1. Mediation Service Software (MSS): The mediation services include
sending the compulsory data regarding the weight of goods,
transport booking, sending shipping instructions, tracking the

movement of containers, the exchange of bill of lading data, etc.

2. Electronic Transaction Platform (ETP): Users of electronic
transaction platforms are able to communicate with a large number
of global shipping companies in a standardized way. It is possible to
use a software package (dedicated web portal or an application) or
to integrate own applications with the electronic transaction

platform.
4 Transportation issues

There ate a lot of transport issues such as traffic congestions, redundant
administration, loss of time due to unnecessary waiting, etc. “Traffic jams
become a common obstacle, so the companies have to move containers as eatly
as possible in the morning and complete all tasks in the afternoon before the rush
hours; the overall operational performance of drivers is not efficient since they
waste more time on waiting for containers for loading on trucks” (Shi, Arthanari,
Liu, and Yang, 2018). Furthermore, traffic jams can also be considered from an
ecological point of view. Sustainability is one of the main business considerations,
and a lot of effort is being invested in the creation of guidelines and processes

that will enable sustainable business.,

The difference between an effective and ineffective transportation management

system is shown in the Figure 1.
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Figure 1: The difference between an effective and ineffective transportation management
system. Source: Authors, according to (the European Commission, 2018), (“Transport’s
role in reducing CO2 emissions,” 2018), (Shi et al., 2018)

The total logistics costs in supply networks varies in different countries, from
10% of the GDP in the US to 20% of the GDP in Singapore or the Russian
Federation (Lukinskiy and Dobromirov, 2016). A large-scale analysis enables
categorizing expenses by their basic components: transportation (40-45%),
storage and stock management (30-40%), and administrative and managerial
functions (up to 15%) (Lukinskiy and Dobromirov, 2016). According to the
European Commission, total costs spent processing freight transport for all
transport modes were 7,89 billion euros in 2018; road sector amounted to 5,962
billion euros, rail sector 507 million euros, inland waterways 582 million euros,
maritime sector 814 million euros and aviation sector amounted to 25 million
euros. Increased administrative costs are the result of increased traffic, but also
weak acceptance of platforms that allow electronic data exchange(the European
Commission, 2018). The official report of the United Nations Commission on
International Trade Law (UNCITRAL) estimates the costs of the shipping
documents at $ 420 billion per year at a global level (Mai and Doan, 2018). In
particular, in 2014, the Maersk shipping company estimated that “a shipment
from East Africa to Europe could involve nearly 30 people and approximately
equal number of organizations and generate about 200 communications and
transactions”(Mai and Doan, 2018).
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The importance of electronic data exchange and the need for elimination of old-
fashioned business practices has been shown in the European Commission's
Proposal for a Regulation of the European Parliament and of the Council on
electronic freight transport information(the European Commission, 2018).
Baseline scenatio in Table 1, depicting assumed situation, is used as a basis for
comparison. Table 1 shows the forecast of administrative costs per sector and

the means of document exchange (the European Commission, 2018).

Table 1: Estimated administrative costs in the baseline scenario (millions of euros)

Sector 2025 2030

Digital Paper Total Digital Paper Total
Road 140 6474 6614 250 6776 7026
Rail 40 536 576 66 559 625
IwT 7 628 635 18 656 674
Maritime 9 873 882 25 901 926
Aviation 11 20 31 15 21 36
Total 8738 9287

Source: Proposal for a Regulation of the European Parliament and of the Council on electronic freight
transport information, European Commission, 2018., part1/2 https://eut-
lex.curopa.cu/resource.htmlPuri=cellar:810e3b10-59bb-11e8-ab41-
01aa75ed71a1.0001.02/DOC_1&format=PDF (07.01.2018.)

From the table, it is apparent that the costs of paper exchange would be much
higher than the digital/electronic information exchange. The majority of costs
would be incurred in the road sector which would maintain its dominant role
within the EU in 2025 and 2030. The aviation sector would record the lowest

administrative costs.

The importance of electronic exchange of maritime cargo documents, that are
increasingly present in international trade, can be seen through the example of
the "Bill of Lading" (BL). BL is one of the most important documents in the
transportation sector. According to C. Dr Wu, L. Starr, and J. Tan, three main
problems associated with the paper BL are (Dr Wu et al.,, 2017):

1. Delays: Ships frequently arrive at the discharge ports before the paper
BL as the paper BL has to be transported from party to party usually by
courier service. The non-availability of the paper BL at the discharge

port means that the cargo cannot be delivered.
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2. Costs: The cost of issuing and managing paper BLs, Letters of Indemnity
(LOL), and other paper documents are estimated to constitute upwards
of 15% of the physical transportation costs. When electronic BLs are
used, the requirement for LOIs is reduced by some 90% (Dr Wu et al.,
2017). This means a huge reduction in costs for the participants
involved.

3. Security risks: Paper BLs are easily misplaced, stolen or lost. Again, when
a paper-form BL is missing, the carrier often agrees to deliver the cargo
against a LOI or a bank guarantee. The carrier, however, remains

responsible for mis-delivery claims under forged BLs and stolen BLs.

Since ports as traffic nodes cannot act autonomously, it is necessary to develop
good ties with the hinterland, and ultimately create a platform that will connect
all the supply chain stakeholders. Some seaports operate without integrated e-
business platforms covering all business processes, and that is why certain
stakeholders are not sufficiently integrated into the transport chain. In such cases,
certain segments of the information systems are combined, but parallel records

are required to track business processes in the transport chain.

Due to the large differences in information flows within companies, but also
between them, data exchange and electronic transaction management can be
difficult. The presence of inefficient paper-based exchange was researched in a
survey conducted in 400 IT and non-IT managers in the US, Canada, Brazil, the
UK, France, Germany, Australia, and Japan employing over 500 people (“Digital
transforms the game of business -digital transaction management emerging as
key solution,” 2015). In this survey the companies had to self-declare the
adoption of papetless business processes, depending on "completely analogous
(papet-based processes), to fully digital”, and to evaluate whether IT managers
understand the importance of digitalization of business processes and digital
transaction management compared to the results of non-IT managers. Although
most of the processes are digitalized, I'T managers have declared that 71% of the
processes are “fully digital”, while non-IT managers have declared that 58% of
the processes are “fully digital”. The results show that 30% to 42% of their
processes are partially digitalized. 80% of the costs and inefficiencies in their
transactions are caused by an analogous mode of operation, which imposes a

significant burden on companies.
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It is important to timely recognize which trends affect the company's
development. Core findings of the DVV Media Group GmbH study “Trends
and strategies in logistics and supply chain management” are as follows (Kersten,
Seiter, Von See, Hackius, and Maurer, 2017):

1. Digitalization of business processes and transpatency in the supply chain
are the most important trends that companies will need to develop
considerably in the future,

2. Compared to 2012, the importance of sustainability has markedly
increased, and

3. The overwhelming majority of companies still have a substantial
potential for improvement in terms of their individual capacity to adapt

to existing trends.

5 Discussion: Positive Effects of Transportation Management
Systems Transportation issues

The advantages of electronic or digital data exchange are demonstrated in the
aforementioned survey (“Digital transforms the game of business -digital
transaction management emerging as key solution,” 2015). According to the
survey, the positive effects of the advanced transactions management are:
improving efficiency (such as eliminating costs associated with paper-based
transactions); improved security and compliance with clearer tracking and
monitoring of documents and approvals; improved customer experience with
faster access to documents and a more streamlined experience; greater agility
(such as the ability to make changes faster); accelerated revenue (reducing of
transaction cycle time and faster business closing) and improved business insight
through reporting and analytics. According to Cerasis , “Rather than having a
single person keeping track of multiple products, shipments, and solutions, these
transportation management systems organize everything into precise, easy to
read lists that can then be used effectively to make the best decision possible”
(Cerasis, 20106).

The TMS should be implemented throughout the supply chain as the
transportation is a very important segment of each supply chain. According to
DreBler, existing IT-systems do not support a holistic planning of transport
considering all participants and their available resources (DreBler et al., 2016).
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According to Mei and Afli, the benefits of using the supply chain management
systems are (Mei and Afli, 2017):

1. It provides all the elements involved in the cycle with the right
information at the right time,

2. It helps to eliminate unnecessary waste of materials and resources,

3. It contributes to reducing the overhead cost of production since it gives
the manufacturer the target amount of goods and services to be
produced at a particular time and period, and

4. It helps organizations to meet the needs of their customers in time.

Currently, the attention is being paid not only to economic but also to the
ecological issues of seaport business, with the aim to lower the damaging impact
on the environment. The most developed seaports draw attention to the priority
development tasks which refer to business and the overall development of the
seaport system. Unfortunately, in certain less developed seaports, a lack of
awareness of the importance of the seaport system development is present.
Development of Electronic Transportation Management System could have
positive effect on fuel consumption and the reduction of CO2 emissions and
other harmful emissions (Shi et al., 2018).

Transportation Management Systems, as stated before, reduce overall costs of
transportation. They collect data such as rates and vendor options in a cleat,
simplified, and prioritized format to aid in the decision-making process. TMS are
used by companies to strategize, plan, and execute shipments (Cerasis, 2016).
According to OECD research on “Trade facilitation indicators”, harmonizing
trade documents, streamlining trade procedures, making trade-related
information available and using automated processes could reduce total trade
costs by 14.5% for low-income countries, 15.5% for lower-middle-income
countries and 13.2% for upper-middle-income countries (COMCEC, 2017).

According to the survey-based research of ARC Advisory Group “The
Transportation Management Systems Market Research Study”, freight savings of
approximately 8% could be achieved with the use of an TMS application. Neatly
60% of respondents indicated that less than 10% of the net savings were
attributed by the TMS. These freight savings can be attributed to network design,

load consolidation, multi-stop route optimization, improved data for
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procurement and freight audit (ARC Advisory Group, 2018). According to G.
Nimchuk and D. McKinney, “Drivers using this system may be given the ability
to manipulate portions of dispatched trip plans through selection of alternative
stop locations. The transportation management system may also be configured
to calculate and frequently update the ET'A for every stop on a planned trip; such
updating of the ETA may be performed by the system during the trip planning
stage and during actual execution of the trip plan” (Nimchuk and Mckinney,
2018).

6 Conclusion

Business processes related to the transport of goods include numerous
stakeholders such as agents, forwarders, carriers etc., (depending on the type of
transport). Seaports are important hubs in international trade. The role of
seaports was initially focused solely on loading and unloading operations, and not
on the development of quality relationships with stakeholders, especially clients.
Electronic information exchange and digitalization efforts were usually initiated
by the seaport authorities. Over time, electronic exchange was applied by a wide

range of stakeholders.

Transparency and easy access to data are of the utmost importance for successful
seaport business. The most advanced seaports draw attention to the priority tasks
related to business development and the overall seaport system development.
Unfortunately, in less developed seaports, there is lack of awareness about the
importance of seaport system development. The development of e-TMS enables
the stakeholders to centralize the monitoring of business processes. Its
implementation provides a number of advantages such as the optimization of the
transport chain management, as the key stakeholders such as seaport
administrative bodies, freight forwarders and carriers become interconnected.
The e-TMS arranges all available information in an accurate and easy-to-read
manner, and it helps to make optimal business decisions. Furthermore, not just
economic but also ecological issues have been considered, where damaging
environmental effects could be reduced by the adoption of e-TMS. It enhances
the level of business organization which also reduces harmful emissions that may

be caused by, for example, traffic congestion.
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Mediation Service Software and Electronic Transaction Platforms represent
solutions for communication between transport organizers and shipping
companies. The main issue thwarting the adoption of the TMS software is the
lack of uniform standards for message formatting and means of their exchange.
The consequence of insufficient networking on the intermodal level leads to
many problems such as increased costs and time loss caused by non-
harmonization of business information systems, with the final consequence

being reduced interoperability between the information systems.

The research (through a systematic literature review) proved that the
management and decision-making in the modern ports can be made more
efficient, effective and sustainable by using e-TMS. It can also be used as a basis

for future research and further theoretical development.

The research is based solely on the literature review and as such offers the initial
overview of transportation issues and the positive e-TMS impacts, which is also

the main limitation.

Future research will be focused on the real challenges that transportation
enterprises face regarding the e-TMS implementation. For that purpose, case
studies of leading enterprises will be presented in order to identify the factors
which affect the successful implementation of e-TMS. Furthermore, based on
these results a wider survey will be conducted among a larger set of transportation

enterprises.
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1 Introduction

The purpose of our study was to investigate how family members of the elderly
experience the potential use of assistive technology in sheltered accommodation
when interacting with caretakers. The motivation for this study arose from earlier
studies that revealed a lack of or slender interaction between caretakers and

family members of elderly care centre residents.

The numbers of eldetly are increasing globally, and the growth is expected to
continue (Medjahed et al., 2011). The supportive role of family members in
assisting their elderly is important and may lead to reduced costs down the line
(Bolin et al., 2008). Along with ageing, the need for assistance and care increases,
and the eldetly are moving to accommodation that can offer more support than
at private homes (Hainstock et al., 2017). However, the rising number of ageing
occupants also means an increased need for care and resources from the

caregivers (Alam et al., 2012).

Guiding family members is one of the duties of nurses. Family members bring
meaning, continuity and importance to the lives of the elderly. It is important to
encourage and support relatives to interact with the elderly and nursing staff
(Andersen, 1995; Doty, 1986). The current study investigated the possibilities of
state-of-the-art technology to support interaction between caretakers and visiting
family members and other next of kin of the occupants. The research problem
was compressed into a research question: How do next of kin of the elderly living
in sheltered accommodation consider using assistive technology when
communicating with personnel who take care of the elderly? To answer the
research question, methods of qualitative research were applied in a home
(dubbed Comfort in this paper) offering sheltered accommodation for elderly.
Qualitative interviews were carried out in Comfort, and eight persons

representing the next of kin participated in the study.

By identifying the family members’ worries during their visit, it was hoped the
bottlenecks resulting from the care work can be reduced, enabling family
members to participate in different stages of the care. In addition, there already
are devices that provide intelligent surveillance technology to help eldetly people
live in safety while providing energy efficiency, comfort and automation (Wong
et al., 2017).
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However, the question remains: Are family members willing to apply assistive
technology to ease information sharing and reduce uncertainty related to the

wellbeing of their elderly?
2 Earlier Knowledge
21 Elderly in Sheltered Accommodation

The proportion of aging populations is growing worldwide, and explosive growth
is expected to continue (Medjahed et al., 2011). When supporting the elderly to
maintain their independence and quality of life, the role of family is crucial.
However, the next of kin can experience too heavy a burden in caring for their
elderly and continuing their lives (Hainstock et al., 2017). Sheltered
accommodation and treatment costs are rising, and illness is more prominent,
requiring additional resources for nursing staff (Alam et al., 2012). Studies show
that the life of the elderly is more meaningful in nursing homes than in an
institutional care facility (Nikmat et al., 2015; Tuominen et al., 2016). In the
nursing home, the elderly can have their own rooms and live in their own
apartments surrounded by their own belongings. Nursing staff is available 24/7
(Coelho et al., 2015); however, with an increasing number of residents, so does
the workload of nursing staff increase, thus weakening the premise of better care
of patients, mostly due to efficiency bottlenecks (Huttunen et al., 2018).
Intelligent care systems provide many opportunities to overcome such
challenges, and elderly well-being, health and functional ability have been shown
to improve with wearable sensors and personal area networks (PAN) (Wong et
al., 2017).

It is natural for the nursing staff to recognise the limitations of older people’s
ability to perform daily tasks, thus empowering them to provide high-quality care
for the elderly. Guiding and providing information to family members are among
the duties of a nurse, and the role of the family in service systems is also very
important. Studies show that it is important to encourage and support relatives
to interact with the elderly and nursing staff (Andersen, 1995; Doty, 1980).
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2.2 Technology in Sheltered Accommodation

Over the last few decades, technological advances have been made in solutions
for intelligent homes, providing a remote monitoring system useful for
healthcare. The devices provide surveillance technology to help elderly people
live in safety and provide energy efficiency, comfort and automation (Wong et
al., 2017). Safe housing has been studied previously, in a case where an intelligent
control environment was built in the home of elderly persons. Such technology
was placed in each room of the home to monitor the movement of users in the
rooms and, if necessary, an alarm can be triggered remotely (Freitas et al., 2015;
Klakegg et al., 2017).

The eldetly could be supetrvised by a remote system that collects information
about health, activity and safety of the person. Automatically collected data
gathers valuable information about their behaviour and potentially their needs to
enable prompt decisions and plans for future actions. Devices exported to the
home of the eldetly should not compromise patient safety and therefore must be
as discreet as possible and work under everyday living conditions (Klakegg et al.,
2017; Nygard & Starkhammar, 2007).
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Figure 1: Data flow of mobile applications

Figure 1 illustrates how data can flow between several actors, such as care
personnel in the sheltered accommodation and next of kin at their homes who
are involved in the communication related to eldetly persons’ health-related data
(Klakegg et al., 2017).
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The role of digitalisation will be more visible in future in the form of unobtrusive
body area networks (BAN) and PAN sensors in rooms to be applied in healthcare
when the requirements of treatment grow worldwide. Sensor networks work
together through a wireless network and can identify and achieve numerous
opportunities to track and understand the lived phenomena of people
(Krishnamachari, 2015: Atzori et al., 2010).

2.3 Healthcare Sensors in Sheltered Accommodation

Internet of things (IoT) refers to devices and items that communicate between
each other and are located around us, ubiquitously (Atzori, 2010). IoT consists
of sensors, net connections and information management. Sensors located in
devices are energy efficient, identifiable and safe and include net technology

(Gubbi et al., 2013).

Figure 2 illustrates unobtrusive BAN and PAN sensors positioned in sheltered
accommodation for the elderly. Sensors attached to the body or clothing form a
network in the body area (BAN). The purpose of the body sensors is to measure
heart rate, daily rest, sleep quality, activity, mood and stress levels. Sensors
attached to a person should be easy to use and unobtrusive so that their existence
does not affect the everyday life of the patient or elderly. Movement must also
be possible unobstructed (Cavallari et al, 2014). Sensors attached to the
environment form a PAN where sensors are located close to the object. Sensors
are placed in the home to various devices such as home appliances, bed, walls or
smartphones. PAN sensors can measure, for example, movement, sound, air
pressure, temperature, humidity and light. Sensors are used to gather required

information about the environment of the elderly (Huttunen et al., 2017).
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Figure 2: Unobtrusive BAN and PAN sensors

The use of information technology and telecommunications in healthcare
provides advanced solutions for nursing staff. In addition, patients can take
advantage of technology to support their own care and at the same time increase
interaction between their relatives and the nursing staff. Intelligent systems are
intended to enhance access to care, to develop nursing workflows and to reduce
bottlenecks that occur in nursing. By first identifying nursing processes, the
quality of healthcare services can be improved (Faertes, 2015; Huttunen et al.,
2017).

Pervasive healthcare is considered to be one of the solutions to support the future
of high-quality care. Healthcare should be available to anyone, anywhere,
anytime. The purpose of pervasive healthcare is to eliminate time and place
limitations in healthcare. The definition includes short-term and long-term
prevention, maintenance and patient controls. Medical equipment that monitors
patients’ vital functions, movements, quality of life and activity are provided to
support patients’ care at home or at sheltered housing (Varshney, 2005; Huttunen
& Halonen, 2018).

Healthcare professionals are encouraged to use more and more handheld devices
to obtain patient information. In elderly care, relatives can receive information
about the client’s status, reminders about treatment and medication changes or
write prescriptions electronically. Healthcare staff rarely have training in
intelligent applications, so patients and their relatives should be trained in
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hospitals in the use of the information and communications technology (ICT)-
enabled applications (Varshney, 2005). Handheld devices and personal digital
assistants (PDAs) can also detect and monitor patients’ vital functions and send
alarm messages to hospitals, ambulances or patients’ relatives for emergency
services. Alarm messages can also support patients’ own care, leading to early
detection of symptoms and timely taking of medication (Varshney, 2005;
Huttunen & Halonen, 2018).

3 Research Approach

Our study focused on understanding a limited group of people in their real
environment (see Myers & Avison, 2002; Larsson & Sjéblom, 2010). In the study,

qualitative theme-based and open interviews and observation were applied.

The study was carried out among visiting next of kin of people who were being
cared for at Comfort. The empirical material was collected in two phases. In the
first phase, the participants were asked to fill out a semi-structured questionnaire
that consisted of 19 questions. The questions included three main questions and
their sub-questions. The main questions were about the background information
of the informants, care activities in Comfort and using smart technology that
could transfer information about the health status of the occupants to their next
of kin. In the second phase, a face-to-face interview was carried out, guided by

the information from the semi-structured questionnaites.

The interviews, which lasted from 45 minutes to 90 minutes, were completed in
two days. In total, eight family members were interviewed in March 2018. The
questions in the questionnaires allowed freedom for the informants to describe

their experiences about the interaction between them and the caretakers.

The interviews were transcribed, and the questionnaires were analysed with the
help of content analysis (see Myers, 1997). Eatlier studies were also noted in the
analysis phase. The questionnaire included both open and closed questions, and
they were answered by numerals, words or ‘yes/no’ responses. Eight people
participated in both questionnaires and interviews, all of whom were appropriate

for the research.
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The background information was sorted based on sex, age, relationship with the
occupant, distance of home, frequency and duration of stay in Comfort, length
of care, frequency of change of care staff during occupancy and whether the next

of kin experienced any lack of information related to the care given in Comfort.

Related to participating in the giving of care in Comfort, the resources of the
family members were classified. In addition, the ways of participating in care,
how personnel encourage participating in care and which tasks in care the
informant would like more information about were analysed. Further, the
preparedness of the family members to apply smart technology in interacting

with care personnel were analysed, mirroring it with earlier research.
4 Findings

Our eight participants consisted of five men and three women. They were three
sons, three daughters, one living partner and one other relative. Their age varied
between 46 and 85 years, and their homes were situated at the distance from 1 to
230 km. The informants were also asked how often they visited their eldetly (see
Table 1).

Table 1: Family members as visitors

Eiigl;jgcy of visiting Age Kinship Distance to home
Daily 85 Spouse 1km

A few times per week 60 Daughter 3km

A few times per week 56 Son 2km

Once a week 58 Daughter 10km

Once a week 69 Son 3km

A few times per month 64 Son 110km

A few times per month 47 Son 2km

A few times per month 46 Other relative 230km

Table 1 reveals that one of the relatives visited the elderly every day, two a few
times a week and another two persons once a week. Families that visited often
lived near, but the respondents who lived far away visited only a few times a
month, except one son who despite the short distance visited a few times per

month.
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Most of the respondents felt that the information was not always delivered to the
family quickly enough and that the information was not explicit enough. Some
nurses provided information without asking, but most nurses responded only ‘1
don’t know’ when information was requested because they were not named as
personal nurses for those elderly. Some relatives also felt that nurses gave loose
answers. One of the respondents stated there was a flaw in the information flow
between nurses and relatives in the service unit. One of them was very annoyed
as the nurses did not note any informed observations about the elderly, who had

a urinary tract infection and subsequently had to be treated in hospital.

Eight respondents stated that they didn’t get enough information about the care
related to their elderly. Most of them also experienced that information is not
transferred quickly enough and that the information is inconsistent and changing.
In general, the family members felt that the nurses give somewhat vague reports
about the daily tasks of their elderly. One of the family members gave a thorough
opinion about the issues related to communication between the caregivers and

family members as follows:

During my visits there bas never been a nurse at work who conld bave known abont
the wellbeing of my nexct of kin and if it bas changed in a way or other during the past
month. When I visit, I ask the nurse on shift how my uncle is. The nurse is not able
or cannot say other but what bas bappened during her shift. If there had been a
responsible nurse on shift, she conld tell accurately because a trained nurse must be
aware of all the clients and their wellbeing. For instance, the influence of medication,
injections, starting new medication, results of laboratory tests and their effect on the
wellbeing of the client. In addition, the nurse should be responsible for all changes in
health status, medication and prescriptions and healthcare actions according to the

bealth reports and examinations and the vital functions of the client.

Also, the family members were asked for their opinions about their resources to
participate in the care in Comfort. Most of them were ready to help the elderly
in Comfort as a support for the nurses. They reported that they can offer a lot of
support by helping their elderly in getting dressed, going out, discussing, giving
information about happenings outside of Comfort, taking care of tasks, listening,
comforting, calming and cheering up the elderly and participating in the
physician’s visit together with the care personnel. We also asked how much the

family members had been involved in planning and evaluating the care of their
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relative before the client arrives in the sheltered accommodation and during the
housing. Most of the respondents had been involved in the planning of their
elderly person’s care, but a few of them had not been able to be give input on
the treatment planning. ‘T haven't participated due to the long distance. It could
have been possible with a video call, but it was not available in the service room
at that time.” One person mentioned in the interview that he was involved in a
health meeting where they went through his relative’s health, hobbies, interests
and background information. These biographical items were written on a card
where the nurses can check client information. One person also mentioned that
she was involved in planning care at the beginning, but afterwards did not get
enough information about her relative. We did a care plan with the nursing assistant
when we arrived to Comfort. After that, perhaps little evaluation took place, but not collectively.”

Eight of the informants suggested that the smart application should not
automatically report about the status of the elderly, daily activities and
prescriptions. Rather, the nurse should forward the information to the family
member via the application and, in case of need, the family member can contact
the elderly via the application. The application should also have a direct

messaging functionality to inform the care personnel.

After receiving the background information, the interviewers asked if the
respondent was willing to use intelligent technology for interaction between
nursing staff and relatives. All eight respondents informed that they desired day-
to-day communication through intelligent technology. Relatives would quickly
know about changes in health and overall health. The smartphone application
would replace the notebook where a family member writes while visiting his or
her relative. The answer would be in real time. Family members living far away
would get more information and would then be more aware of their elderly’s
behaviour and change in health status, and the flow of information would be
facilitated. The respondents did not find it necessary to get information updates
daily. However, one family member considered the smartphone application as a
communication tool, defining it as ‘Seeing the daily report, current medicines and doses.
Despite the long distance I conld experience that the distance is not that long and that I am

better informed about how my uncle manages.’.
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5 Discussion

This study focused on the family members of eldetly living in a sheltered
accommodation called Comfort and their willingness to use assistive healthcare

if offered by a mobile phone application designed for caregivers.

In Comfort, each client had an individual treatment plan, which supported high-
quality care in sheltered accommodation and at the same time acted as a tool for
nursing statf. The treatment plans were collaborated with the care unit, occupants
and relatives. The need for care of the occupant, the goal of the treatment, the

implementation of the treatment and the means were recorded in the treatment
plan (see Russello et al., 2008; Schenk et al., 2013).

Guiding family members was one of the nursing staff tasks, and the role of the
family was very important. An active role of family members (elderly’s spouse, a
child or other relative) in the care of the eldetly brings substance, continuity and
importance to the lives of the elderly. It is important to encourage and support
relatives to interact with the elderly and nursing staff (Andersen, 1995; Doty,
19806).

The current study showed that family members need support for elderly care. They
are unsure of what’s happening in the nursing home, and they want intelligent
technology to support communication. The family members would like 7 &now
that the nurses at the sheltered accommodation can, if necessary, quickly provide topical

information through phone apps to family members.

Family members should also be offered an opportunity to ask questions about the elderly
from the nursing staff. Intelligent systems allow information sharing between
several stakeholders, such as medical staff and nursing staff (Preitas et al., 2015;
Klakegg et al., 2017). Our study proposes that the means of pervasive systems
are used to inform family members about the status of the eldetly.

By adding technology to support nurses’ workflows, it is possible to reduce
bottlenecks from nursing work and to increase patient safety in sheltered
accommodation. (Huttunen et al., 2018). Our study assumes that there are family

menmbers who have resources to support care of the elderly and can thus reduce the care work of
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nursing staff. The interaction between nursing staff and family members should

be enhanced by using intelligent technology to allow prompt informing when necessary.

Available intelligent solutions have been developed to provide remote
monitoring systems for healthcare. The devices provide intelligent technology
for surveillance of the elderly in housing security, comfort and automation
(Wong et al., 2017). Current knowledge and technology already enable pervasive
systems (Medjahed et al., 2011; Faertes, 2015; Klakegg et al., 2017). Healthcare
mobile devices enable more efficient patient care, and sensors can be used to
allow collecting and evaluating physiological data from the elderly (Cavallari et
al., 2014).

The current study proposes that the communication between nurses and the
family members should be enabled and improved via a mobile device, which
could facilitate and increase the awareness of family members about the care and status of their
relatives in sheltered accommodation. The application should inform about faci/ities
in use, safety of the elderly, e.g. risk of falling when standing np, duration of living in Comfort
and mood of the elderly.

6 Conclusion

To conclude, the family members strongly wanted to apply assistive technology
to ease and reduce uncertainty related to the wellbeing of their elderly. Fixed and
wearable sensors offer practical means to collect physical, mental and social
information about the wellbeing of people. The fixed sensors collect accurate
information about the location and safety of the participants. Sensor-based data
can be transferred to the mobile application to be used by the care personnel,

who can share information with the family members when appropriate.

By identifying the worries and troubles raised by family members when they visit
sheltered accommodation, one can reduce the bottlenecks from communication
between family members and nursing staff. With the help of applications, the
nursing staff can include the occupants’ relatives in different stages of the care to
bring the nursing staff and family members closer to the elderly’s everyday care
during the service life. In case of unexpected issues, the family could be informed
about any incidents. However, the family members also pointed out that the final

decisions should be made by them, not automatically by ‘the computer software’.
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There are many kinds of sensors on the market that can improve people’s lives.
There are sensors both inside the body and wearables but also set in the
environment (Klakegg et al., 2017). In Comfort, sensor information could
facilitate communication between the patient and the nursing staff, as well as

between relatives and caregivers.

In healthcare, the use of technical aids is seen as a key means of facilitating
interaction between nursing staff, patients/clients and their relatives. Petvasive
healthcare is largely based on the use of technical aids and the continuous
availability of healthcare to the patient. The goal of pervasive healthcare is to turn
healthcare from doctor-centred care to patient-centred care. Pervasive healthcare
aims to guide patients/clients to prevent the emergence of acute illnesses and to
respond more quickly to their own care (Varshney, 2005; Klakegg et al., 2017;
Huttunen & Halonen, 2018). In our study, the nursing staff benefits from
continuous automated data collection for a single patient, and in the current study
also all family members were willing to accept new technology in caring activities
for their elderly. With automation it will be possible to help and respond faster

to changes in patient status.

Automation can help improve access to care (Wong et al, 2017), but the
technology and security of sensors need to be improved continuously to allow
patients/clients to safely use sensors to identify diseases and change lifestyles. In
future, the security of tools developed for communication between nursing staff,
patients and relatives to improve communication should also be investigated in

order not to compromise privacy.

So far, there have been only few studies on communication between relatives and
nursing staff to support eldetly care. More research is needed in the future to find
out how family members of the elderly experience the use of assistive technology
in communication when interacting with caregivers in sheltered accommodation.
The interaction should be enhanced by using intelligent technology as desired by
the next of kin.

The next phase will focus on the application and communication that could
extend between the relevant healthcare providers. The current study offers
constructive observations and informative points to build a prototype for the
mobile application.
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1 Introduction

Continued advances in information and communication technologies have led to
the introduction of an array of devices secking to make our homes smarter. Smart
Home Technologies (SHTSs) span a very broad range of innovative products that
can provide security and access controls, home healthcare, smart kitchen and
home appliances, and self-regulating heating and cooling systems, among others
(Markets and Markets, 2017). Despite the practical importance of this market,
there has been relatively little academic research on the factors that influence
SHT adoption. In the SHTSs ecosystem, smart locks are an important device to
study because they not just improve the individual experience with home access
control, but also enable new forms of services, e.g. in-home delivery (Amazon,
2018). The commercial market for smart locks is expected to reach $24.4 billion
by 2024 (Grand View Research, 2018).

Smart home technologies promise to offer a unique combination of potential
functional, experiential, and esthetic benefits to prospective owners. This breadth
of benefits is unlikely to be captured by traditional technology adoption models
that evolved primarily in the organizational context. These models may also omit
key factors affecting the adoption of SHTSs. To address this gap, and in
recognition of recent calls for context-specific theory development (Hong, Chan,
Thong, Chasalow, & Dhillon, 2013), we conduct a three-stage study on user
adoption of SHT's by focusing on smart locks. Our research progresses through
1) the elicitation of salient perceived benefits and concerns associated with smart
locks, 2) exploratory factor analysis (EFA) of the elicited perceived benetits and
concerns, and 3) confirmatory factor analysis (CFA) within a broader
nomological network, where we evaluate the effects of the emergent constructs

on the smart lock adoption intention.

We find that perceptions related to functional performance (perceived
usefulness), which is traditionally emphasized in information technology
adoption research (Venkatesh, Thong, & Xu, 2016), has no statistically significant
effect on the adoption intention of smart locks. Similarly, effort expectancy
(perceived ease of use) is not among the salient considerations voiced by the
prospective adopters. We also find that while the prospective smart lock users
indicate that specific functional benefits as well as privacy and security concerns

may affect the adoption intention, none of these factors had a statistically
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significant effect on the adoption intention when we examined them within a
broader nomological network. Our results reveal that perceived relative
advantage of smart locks vis-a-vis traditional locks in assuring security and safety
of a home is the most important factor that influences the smart lock adoption

intention.

Our study makes several contributions to theory and practice. First, to the best
of our knowledge, this study is among the first to develop a comprehensive,
context-specific model of factors that influence smart home technology
adoption. The results reveal that the constructs traditionally emphasized in
technology adoption research (perceived usefulness and perceived ease of use)
are not the key salient factors that influence the adoption intention of such
technologies. Our findings emphasize that perceived relative advantage
compared to installed technology is the key consideration that is predictive of the
adoption intention. This finding has important practical implications in that
novel features and functions offered by smart locks may do little to promote their
adoption, unless the prospective users are convinced that smart locks perform
better on the basic functions afforded by the existing technology - assuring

security and protection of a home.
2 Theoretical background

Our review of the literature identified two trelevant research streams for our
study: smart home studies and technology adoption research. A full review of
these streams is beyond the scope of the present manuscript. Below we highlight

the key studies within each stream that are related to our work.
2.1 Smart home related research

A smart home is defined as “a residence equipped with computing and
information technology which anticipates and responds to the needs of the
occupants, working to promote their comfort, convenience, security, and
entertainment through the management of technology within the home and
connections to the world beyond” (Aldrich, 2003). Smart home technologies
include sensors, monitors, interfaces, appliances, and other types of connected

devices.
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Much of the research on the adoption of SHT's has focused on home healthcare
applications for the elderly. A number of studies conducted focus groups and
surveys with older adult samples to assess the perceived benefits and concerns
associated with in-home monitoring technologies: portable blood pressure
monitors, fall sensors, cameras, etc. (Coughlin, D’Ambrosio, Reimer, & Pratt,
2007; Courtney, 2008; Demiris, Hensel, Skubic, & Rantz, 2008; Townsend,
Knoefel, & Goubran, 2011). The consensus emerging from these studies is that
older adults generally view their homes as sanctuaries and they are concerned
about the loss of autonomy that may result from the installation of monitoring
technologies (Ziefle, Rocker, & Holzinger, 2011). Although the elderly appreciate
the potential benefits offered by in-home monitoring technologies, they generally
express concern over the loss of privacy associated with the monitoring
technology use (Liu, Stroulia, Nikolaidis, Miguel-Cruz, & Rincon, 2016).

Security and privacy concerns have been repeatedly raised in relation to smart
technology adoption (Efthymiou & Kalogridis, 2010; Sankar, Rajagopalan, &
Mohajer, 2013). For example, an engineering analysis of smart meters revealed
that it is possible to infer appliance usage patterns even without knowing the
content of the encrypted communications (McKenna, Richardson, & Thomson,

2012).

In summary, much of the prior research on SHTs has been narrowly focused on
in-home monitoring devices for the elderly and electric smart meters. The
common observations across these contexts suggest that SHT adoption involves
weighing perceived functional benefits against the potential loss of privacy and
possibly a sense of autonomy. In the next section, we review the key research

studies on technology adoption across a broader set of contexts.
2.2 Technology adoption

Factors influencing technology adoption are a central theme in Information
Systems research (Venkatesh, Thong, & Xu, 2012; Venkatesh et al., 2016). The
Unified Technology Acceptance and Use Theory (UTAUT) elaborates on the
Technology Acceptance Model (Davis, 1989) by adding social influence,
facilitating conditions, hedonic motivation and price value perceptions as
additional constructs that can help explain technology adoption intention in

voluntary contexts (Venkatesh et al., 2012).



S. Mamonov & R. Benbunan-Fich: Unlocking the Smart Home: An Examination of Factors
Influencing Smart Lock Adoption Intention

Although TAM and UTAUT have proven their value across different technology
adoption domains (Taiwo & Downe, 2013; Venkatesh et al., 2016), a number of
studies have demonstrated that alternative theoretic perspectives are better at
uncovering the key factors that influence technology acceptance in specific
contexts. For example, Lee & Larsen (2009) revealed that perceived severity of
the threat and perceived response self-efficacy were the key determinants of the
intention to install anti-malware software. Hsiao (2003) showed that fear and
distrust were the key factors that helped explain the adoption intention in an e-
marketplace. Baird et al. (2012) demonstrated that a complex set of contingencies
influenced the adoption of electronic patient portals by healthcare providers. In
summary, although TAM and its successor, UTAUT, offer general frameworks
encompassing factors influencing technology adoption intention, research within
specific contexts has found that context-specific factors afford a better, more
contextualized, understanding of the phenomenological drivers in the respective

contexts.

The novelty of smart home technologies may pose challenges for generic
theoretical models as they might be unable to capture key contextual factors for
technology adoption in this domain. This recognition has prompted recent calls
for context-focused research in information systems (Hong et al., 2013).
Consequently we draw on the theory of reasoned action as the overarching
theoretical framework and we conduct a multi-stage study to develop a

comprehensive model of factors that influence smart lock adoption.
3 Methodology

Our study progresses through three stages. First, we elicit salient perceived
benefits and concerns. Second, we conduct an exploratory factor analysis to
inductively identify the latent constructs that capture the diverse set of beliefs
and concerns elicited in the first stage. Third, we conduct a confirmatory factor
analysis, wherein we also evaluate the effects of the emergent constructs on the

smart lock adoption intention..

For each stage of the study, we recruited a new set of participants using Amazon’s
Mechanical Turk (AMT). AMT is an online labor market for micro tasks that has
received support as a valuable source of research participants in Information

Systems (Lowry, D’Arcy, Hammer, & Moody, 2016; Steelman, Hammer, &
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Limayem, 2014) and other disciplines (Buhrmester, Kwang, & Gosling, 2011;
Holden, Dennie, & Hicks, 2013). To avoid potential cross-cultural effects, we
limited the participation to AMT “workers” from the United States. We also
restricted the participation in the study to AMT Masters. AMT “grants the
Masters Qualification based on statistical models that analyze Worker
performance based on several Requester-provided and marketplace data points”
(AMT 2018). We relied on Qualtrics, a commercial survey platform, to capture

the participants’ responses to our surveys in each stage of the study.

For Stage 1, we recruited 24 participants from AMT. We collected basic
demographic data and we asked the participants to indicate ownership of
different smart home technologies. Since this was a study on adoption intention
of smart locks, it was important that all subjects did not already own smart locks.
None of the participants in this stage indicated ownership of a smart lock. We
exposed participants to a 5-minute commercially produced video describing
smart locks and then asked them to share their opinion on the top 5 potential

benefits and top 5 concerns associated with smart locks.

Based on the elicited perceived benefits and concerns, we developed a list of 52
items that reflect commonly stated perceived benefits and concerns. The items
included such statements as “Having a smart lock in your home would enable
you to verify that your house is locked,” “Having a smart lock in your home
would enable you to let family in remotely in case of emergency,” and “I am

concerned that a smart lock may malfunction and lock me out.”

For Stage 2, we recruited a new group of 150 participants from AMT. We
excluded 2 participants who indicated ownership of a smart lock, since the focus
of our study is on the pre-adoption stage. We collected the participants’ basic
demographic information and we exposed them to the same video describing
smart locks. We then asked the participants to indicate their agreement or
disagreement with the items generated in Stage 1. We used 7-point Likert scales

b3

with “1 = Strongly disagree ” and “7 = Strongly agree”. We performed an
exploratory factor analysis and inductively developed a list of latent constructs
that captured the themes that emerged from the analysis. Details of this analysis

are provided in the results section.
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For Stage 3, we recruited a new group of 574 participants from AMT who did
not own a smart lock. We excluded 16 responses because of incorrect responses
to attention control questions. We collected basic demographic information and
exposed the participants to the video describing smart locks. We surveyed the
participants on the constructs that emerged in Stage 2 as well as their adoption
intention using the established scale from UTAUT (Venkatesh et al., 2012). We
then tested the relationships between all the constructs in a theoretically-based

nomological network.
4 Results

With the items generated in Stage 1 and the responses collected from the sample
in Stage 2, we conducted an exploratory factor analysis following the
recommendations of Muthén & Muthén (1998). We performed a principal axis
factor analysis with oblique rotation using Mplus software version 8.1. We chose
to use the oblique rotation to allow for potential correlations among the latent
constructs reflected in the responses to individual survey items. The results
suggested a seven-factor solution shown in Table 1 below. The seven-factor
model showed a good fit to the covariance patterns in the data: RMSEA = 0.061,
CFI = 0.967, TLI = 0.942, SRMR = 0.016.
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Table 1: Exploratory factor analysis — factor loadings

Items 1 3 2 4 5 6 7
B1 0.829 | 0.28 | 0.168 | 0.04 | -0.055 | -0.007 | -0.07
B2 0.771 | 0.259 | 0.201 | 0.149 | -0.071 | -0.002 | -0.093
B15 0.89 | 0.281 | 0.196 | -0.051 | -0.11 | -0.127 | -0.293
B17 0.864 | 0.206 | 0.143 | 0.086 | 0.01 | 0.016 | -0.24
B18 0.876 | 0.237 | 0.129 | 0.029 | -0.089 | -0.063 | -0.239
B19 0.77 | 0.182 | 0.178 | 0.096 | -0.102 | -0.041 | -0.213
B20 0.782 | 0.206 | 0.103 | 0.041 | -0.034 | -0.036 | -0.204
B22 0.799 | 0.248 | 0.13 | 0.007 | -0.011 | -0.016 | -0.202
B9 0.355 | 0.882 | 0.313 | -0.287 | -0.305 | -0.279 | -0.224
B11 0.247 | 0.869 | 0.324 | -0.265 | -0.287 | -0.267 | -0.17
B14 0.278 | 0.937 | 0.256 | -0.236 | -0.291 | -0.237 | -0.05
B6 0.199 | 0.305 | 1.01 | -0.092 | -0.105 | -0.186 | 0.035
B16 0.223 | 0.347 | 0.817 | -0.178 | -0.165 | -0.311 | -0.008
C01 0.034 | -0.299 | -0.075 | 0.933 | 0.515 | 0.667 | 0.396
C02 | -0.035]-0.293| -0.1 | 0.945 | 0.541 0.7 0.382
C04 | -0.046 | -0.327 | -0.148 | 0.931 | 0.611 | 0.677 | 0.376
C05 0.051 | -0.24 | -0.109 | 0.868 | 0.456 | 0.689 | 0.258
C06 | -0.018 | -0.331 | -0.116 | 0.922 | 0.561 | 0.689 | 0.384
C17 | -0.061|-0.329 | -0.11 | 0.487 | 0.871 | 0.609 | 0.295
C18 | -0.097 | -0.236 | -0.01 | 0.489 | 0.877 | 0.507 | 0.291
C19 -0.05 | -0.276 | -0.091 | 0.478 | 0.914 | 0.522 | 0.202
C20 | -0.076 | -0.265 | -0.094 | 0.494 | 0.95 | 0.534 | 0.244
C21 | -0.153 | -0.321 | -0.067 | 0.49 0.72 | 0.637 | 0.336
C22 | -0.155]-0.322| -0.161 | 0.524 | 0.868 | 0.603 | 0.241
C23 | -0.136 | -0.259 | -0.07 | 0.514 | 0.91 | 0.563 | 0.342
C24 -0.07 |-0.298 | -0.133 | 0.51 | 0.948 | 0.554 | 0.261
C08 | -0.092 | -0.239 | -0.125 | 0.638 0.5 0.806 | 0.306
C09 -0.11 | -0.283 | -0.198 | 0.621 | 0.62 0.89 | 0.212
C11 | -0.084 | -0.306 | -0.225 | 0.685 | 0.609 | 0.864 | 0.275
C12 0.06 | -0.33 | -0.15 | 0.683 | 0.675 | 0.785 | 0.232
C13 | -0.151| -0.36 | -0.246 | 0.623 | 0.556 | 0.826 | 0.343
C25 | -0.205 | -0.275 | -0.042 | 0.507 | 0.453 | 0.408 | 0.727
C27 -0.16 | -0.239 | -0.006 | 0.443 | 0.35 | 0.375 | 0.762
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Following the recommendations of Fabrigar et al., (1999), we examined the
content of individual constructs to develop a theoretical foundation for the latent
factors that can affect the adoption of smart thermostats. The first factor that
emerges from the analysis captures statements related to perceived usefulness
reflected in the specific functional affordances of the smart locks. Perceived
usefulness is a firmly established factor in the technology adoption research
(Venkatesh et al., 2016), however it is notable that the participants in our study
focus on the specific affordances of the technology rather than general

perceptions of usefulness.

The second factor that emerges from the analysis reflects the perceived relative
advantage of smart locks compared to the traditional locks. Relative advantage is
a core construct in the Rogers technology diffusion model (Rogers, 2010),
however this construct has been generally overlooked in the analysis of factors

affecting individual technology adoption intention (Venkatesh et al., 2016).

The third factor captures perceptions related to the specific perceived novel
benefits afforded by the smart locks. Among other functions, smart locks can
enable remote video monitoring either as a part of the device itself or as an add-
on. It is noteworthy that the prospective users appear to be separately evaluating
novel benefits of the smart technology independently from the more general

perceived usefulness of the locks.

The fourth factor captures user technology malfunction concerns. Smart locks
control access to people’s homes. Hence, the possibility of a person being locked
out because of a smart lock malfunction can be an important consideration. The
fifth factor captures privacy related concerns, ranging from personal information
collection, e.g. I am concerned that a smart lock would be collecting data about
my habits, to unauthorized commercial appropriation of the collected
information — I am concerned that data collected by the smart lock may be sold.
Information privacy concerns are well established in IS research and research has

found that they can impede technology adoption (Hong & Thong, 2013).

The sixth factor captures concerns about the potential weaknesses of smart locks
that may expose the owner to additional physical security threats. These concerns
span a broad range of potential causes from hardwiring to hacking. The seventh

factor captures concerns related to the potential negative effect of technology on
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others. While technology usefulness for others has been noted previously in the
technology adoption research (Brown & Venkatesh, 2005), negative effect of
technology on others that could result from one's adoption of technology
represents a novel construct. Table 2 summarizes these factors and the

corresponding items.

Table 2: EFA results summary

Factor 1: Perceived Usefulness

B1 Having a smart lock in your home would enable you to let family in
remotely in case of emergency
B2 Having a smart lock in your home would enable you to let in service
people when you are at work

Having a smart lock in your home would allow you to verify that your
B15 .
house is locked

Having a smart lock in your home would enable you to check the
B17
status of the lock
B1S Having a smart lock in your home would enable you to lock the home
while away

Having a smart lock in your home would enable you to make sure kids
B19

have door locked

B20 Having a smart lock in your home would enable you to lock the door
even if you forgot about it

B2 Having a smart lock in your home would enable you to lock the doors
far away from home

Factor 2: Perceived Relative Advantage

B9 Having a smart lock in your home would offer better protection versus
conventional locks

B11 Having a smart lock ip your home would make you feel safer
compared to conventional locks

Bl4 Having a smart lock in your home would increase the overall security
of your home compared to conventional locks
Factor 3: Perceived Novel Benefits

B6 Having a smart lock in your home would enable you to see who’s at
the door

B16 Having a smart lock in your home would enable you to see who enters
and leaves
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Factor 4: Technology Malfunction Concerns

CO1 | I am concerned that a smart lock may not work and I would be locked
out

C02 | I am concerned that a smart lock may malfunction and lock me out

C04 | I am concerned that a smart lock may fail and lock everyone out

CO5 | I am concerned that a smart lock may stop working and make it
impossible to lock the door

CO06 | I am concerned that a smart lock may refuse to open

Factor 5: Privacy-Related Concerns

C17 | I am concerned that a smart lock may be storing my personal
information

C18 | I am concerned that a smart lock would be knowing too much about
our comings and goings

C19 | I am concerned that a smart lock would be collecting data about my
habits

C20 | I am concerned that data collected by the smart lock may be sold

C21 | I am concerned that a smart lock may make it possible to predict
hours when people are home or not

C22 | I am concerned that a smart lock can lead to information being stolen

C23 | I am concerned that a smart lock may lead to sale of information
about my location

C24 | I am concerned that a smart lock may lead to sale of information
about when I am at home

Factor 6: Physical Security Threats

CO08 | I am concerned that someone can hardwire a smart lock somehow

C09 | I am concerned that a smart lock can give unauthorized access to my
house

C11 | I am concerned that a smart lock might have security flaws

C12 | I am concerned that a smart lock might get hacked

C13 | I am concerned that a smart lock can allow someone to break into my
house

Factor 7: Negative Effect of Technology on Others

C25 | I am concerned that a smart lock would make it difficult for guests to
figure out the temporary keys and be locked out

C27 | I am concerned that a smart lock might be hard to use for some
people
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The factor structure emerging from Stage 2 provided the foundation to test the
constructs in a nomological network in Stage 3. Due to space constraints, we are
only reporting key information from this analysis. Based on the results from the
sample recruited for stage 3 (558 responses, 574 participants recruited minus 16

who failed attention control questions in the questionnaired).

The measurement model showed a good fit: RMSEA = 0.052, CFI = 0.957, TLI
= 0.953, SRMR = 0.046. The specified structural model similarly showed a good
fit: RMSEA = 0.048, CFI = 0.963, TLI = 0.960, SRMR = 0.041. Figure 1 below
summarizes the results of the path analysis in the model.

Perceived
usefulness

Perceived

relative
advantage

Novel -

benefits | .

Malfunction g8 .
concerns

Privacy .

Age
g ¢ Adoption Gender
 intention Education

Income

icernn:

Security .
CONcerns

Negative |
effect on
others

Figure 1 — Structural path model analysis summary
5 Discussion

Smart home technologies represent a diverse set of innovations that promise to
transform the experience within our homes, yet relatively little is known about
the factors that may influence the adoption of such technologies. Responding to
recent calls for context-specific theory development (Hong et al., 2013), we
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conducted a three-stage study focusing on the perceptions that can affect the
adoption of smart locks. In stage 1, we elicited smart lock related perceived
benefits and concerns. In stage 2, we conducted exploratory factor analysis to
gain insight into the key latent factors that may affect smart lock adoption. In
stage 3, we evaluated the effects of the factors identified in stage 2 on the smart

lock adoption intention.

In stage 2, we identified the following key factors that can potentially impact the
smart lock adoption intention: perceived usefulness, perceived relative advantage, novel
benefits, malfunction concerns, privacy concerns, security concerns, and negative effect of
technology on others. Only one of these factors — perveived usefulness — appears in the
UTAUT model that is the dominant theoretical perspective in technology
adoption research (Venkatesh et al., 20106). Perceived ease of use, which is a core
construct in the UTAUT model was not among the salient considerations voiced
by the participants in our study. These results suggest that generic models
developed in the organizational context may offer limited insight into the salient

factors that affect the adoption of novel smart home technologies.

Our analysis of the effects of the identified factors (perceived usefulness, perceived
relative advantage, novel benefits, malfunction concerns, privacy concerns, security concerns, and
negative effect of technology on others) on the smart lock adoption intention revealed an
unexpected result. We found no statistically significant effect for perceived
usefulness, and the only factor that had a statistically significant effect on the
adoption intention was the perceived relative advantage. This construct reflects the
beliefs that smart locks would offer greater safety and security vis-a-vis

conventional locks.

Perceived relative advantage construct that emerged in our analysis is distinct from
the relative advantage that is a part of the Rogers model of innovation diffusion in
one important respect. Rogers defines relative advantage as “the degree to which
an innovation is perceived as better than the idea it supersedes” (Rogers, 2010).
The statements that reflect perceived relative advantage in our study focus specifically
on the extent to which the new technology (smart locks) delivers on the key
benefits compared to the incumbent technology (traditional locks) — assuring
safety and security of a person’s home. The definition offered by Rogers does
not elaborate on what “better’” means and this has caused confusion in the past

studies that attempted to adopt the construct in information systems (Al-Jabri &
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Sohail, 2012). Our results indicate that perceived relative advantage can be the singular
most important construct in predicting innovative technology adoption in the
context where it replaces incumbent technology. Therefore, potentials users need
to understand the functionality of these devices to promote its adoption. The
novel benefits construct in our study arguably makes smart locks “better” by
expanding the available functionality. However, novel benefits have no effect on

the adoption intention in our study.

In conclusion, our study was motivated by the recent calls for context-specific
theory in information systems. Our examination of the salient user beliefs that
affect the adoption of smart locks as an example of innovative smart home
technologies revealed that the dominant models in information systems atre
unlikely to capture the key salient user considerations in this context. We find
that perceived relative advantage of the new technology in relation to the core benefits
afforded by the incumbent technology is the singular predictor of the smart lock
adoption intention in our study. Notably, nove/ benefits have no effect on the

adoption intention.
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1 Introduction

Virtual Learning Environments (VLEs) are digital learning platforms where
students can interact with course materials (presentations, digital readers,
instructional video’s et cetera), can test their knowledge via quizzes, and can
interact with each other and instructors via e.g., the discussion board. They
support learning and simultaneously enable the collection of data on learner
behavior in the system. Data from virtual learning environments are used for
learning analytics activities, cf. Agudo-Peregrina, Iglesias-Pradas, Conde-
Gonzilez, & Hernandez-Garcfa (2014); Conijn, Snijders, Kleingeld, & Matzat
(2016); Rienties, Toetenel, & Bryan (2015); Romero, Ventura, & Garcia (2008).
Objectives of learning analytics vary but often involve student behavior
modelling, prediction of performance and increase in (self) reflection and (self)

awareness (Papamitsiou & Economides, 2014).

Importantly, raw data exported from virtual learning environments need to be
cleaned and transformed before it is of any use to educators and students. In
general, data cleaning takes up to 80% of analytical time (Brink, Richards, &
Fetherolf, 2016). However, in the current learning analytics field, details about
cleaning and transforming are often overlooked or, at best, not described and
discussed in literature. For example, searching the terms data cleaning or data
preprocessing in the Learning Analytics & Knowledge conference proceedings 2011
till 2018 (n = 438) only yield 17 papers describing either cleaning or preprocessing
of learner data before analyzing the data. To make matters even more complex,
tull-scale and multimodal learning analytics require aggregated data from multiple
sources, amplifying the effects of data cleaning on the analysis’ outcomes. As we
will show in this paper, data cleaning is problematic as (unspoken) choices can
lead to a wide variety of outcomes and, subsequently, pedagogical interventions.
Using a raw data set with VLE data, we will construct twelve different, cleaned
sets and use these to calculate the time-spent-on the online part of six courses.
With these data sets, we can provide an answer to our research question: “Whar
are the effects of (unspoken) choices made during the cleaning process of student data on the

outcomes when these data are in turn used for learning analytics?”.

The remainder of this paper is structured as follows. First, an in-depth
description of learning analytics and data cleaning is given based on existing

literature. Then, the research question and method are described, followed by the
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presentation of our results. Finally, we provide five recommendations based on

the outcomes of our study, as well as directions for future work.
2 Related work

In this section, we will present existing literature related to our study. First, we
will provide a definition of learning analytics and an overview of the learning
analytics process. Next, a thorough description of data cleaning and its

implications is given.
2.1 Learning analytics

Learning analytics is “the measurement, collection, analysis and reporting of data
about learners and their contexts, for purposes of understanding and optimizing
learning and the environment in which it occurs” (Siemens et al., 2011). Learning
analytics aim to improve learning processes at the level of students and teachers
(Siemens & Long, 2011) and is, for example, used to analyze student behavior
within digital learning environments, monitor the usage of course material, and
predict whether students will fail a certain course or drop out entirely. The
process of learning analytics consists of four steps: 1) learners generate learning
data, 2) these data are captured, collected and stored, 3) analysis and visualization
are performed, and 4) the design and use of data-driven pedagogical interventions
(Clow, 2012) — see also Figure 1. Consequently, when the data is incorrect or

incomplete, the analysis and subsequent interventions may be sub-optimal or

Figure 1: Learning Analytics Cycle (Clow, 2012).

even completely erroneous.
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2.2 Time-on-task

Study-time is the time students spend on studying learning materials, using
(metacognitive) tools, solving questions etcerera and can be used as measure of
affected learning (Knobbout & van der Stappen, 2018). In several studies, a
positive correlation between study-time and achievements of students has been
found, cf. Marzano (2003); Scheerens & Bosker (1997)). Estimating ‘time-on-
task’ in the ‘traditional’ classroom is based on estimates by students and/or
observations in classrooms. In a virtual learning environment (VLE), on the
other hand, it is common to use the number of clicks (Wolff, Zdrahal, Nikolov,
& Pantucek, 2013) or the time between certain clicks as measure for time-on-task
(Kovanovic¢ et al., 2015).

Wolff et al. (Wolff et al., 2013) showed that “even fairly coarse grain data about
students’ activities” is useful in predicting retention (p. 148). Unfortunately, it is
not petfectly clear what part of the clicks were used “[w]hile the issue of data
cleaning for all data within the [Open University| was not resolved, it was possible
to gain enough knowledge about the data [...] to start building models” (p. 140).
From their point of view, it is import to note that in predicting failing students,
changes in the student’s own VLE activity, compared to their previous activity,
are indicative. A relative reduction of clicks hints an failing student. Kovanovi¢
et al. (2015) deal explicitly and extensively with the thorny methodological issues
of estimating time-on-task in VLE’s. Their primary goal is “to raise awareness of
the issue of accuracy and appropriateness surrounding time-estimation within the
broader learning analytics community, and to initiate a debate about the
challenges of this process” (p. 184). It is regarded good practice in different
academic fields to discuss methodological issues and learning analytics should
not become an exception to this rule. In this study, we extent the work of
Kovanovi¢ et al. by estimating time-on-task for multiple parallel courses and by
showing different options to handle missing data, i.e., records of events unlinked

to any of the courses in the dataset.



|. Knobbont, H. Everaert & E. Stappen: From dirty data to multiple versions of truth: How different
choices in data cleaning lead to different learning analytics ontcomes

2.3 Data cleaning

Data cleaning is an important part of the ETL (Extraction, Transformation and
Load) process. According to VanderPlas (2016) the majority of the work in data
science often “comprises cleaning and munging real-world data” (p. 188). Brink,
Richards, and Fetherolf (2016) underline five common tasks, of which two -
transforming original data to the target and create features that are more easily
interpreted — are core business in working with large computer generated data
files. Miiller and Guido (2016) state that “in the real world, inconsistencies in the
data and unexpected measurements are very common” (p. 19). Brink, Richards
& Fetherolf (20106) estimate researchers are spending about 80% of their research
time to munging, wrangling, combining or reshaping data. Special attention is
given to utilizing expert knowledge. Although machine learning can reduce the
need to create a set of expert-designed rules, that does not mean that prior
knowledge of the application or domain should be discarded. Domain experts
can help to identifying useful features that are more informative than the initial
representation of the data (Miller & Guido, 2016).

2.4 Missing data

In (social sciences) papers and articles an often-subordinated subject is missing
data. One of the most frequent and most ignored sources of bias is missing data
(Baguley, 2012). Missing data is a stubborn problem in data analyses and, in
general, we have to consider two issues: how much is missing and why it is
missing. Thanks to eloquently written textbooks like ‘Applied missing data
analysis’ (Enders, 2010), solutions to deal with missing data mechanisms are
nowadays within reach for social researchers. In an overview of traditional
techniques, Enders (2010) describes (listwise/pairwise) deletion, several
imputation methods, averaging items in Likert scales, or last observation carried
forward to address the problem and concludes that “most single case imputation
methods produce biased estimates, even with Missing Completely at Random
(MCAR) data. Stochastic regression imputation is the one exception and is the
only traditional approach that yields unbiased estimates under a Missing At
Random (MAR) mechanism” (p. 54). He demonstrates benefits of modern
methods like maximum likelihood approaches and multiple imputation. Even in
MCAR — which occurrence can hardly be safely assumed — the problems of

missing data may become more serious if more cases are missing. “Unfortunately,
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there are as yet no firm guidelines for how much missing data can be tolerated
for a sample of a given size” (Tabachnick & Fidell, 2007) (p. 63). Indirectly,
Tabachnick & Fidell (2007) seem to consider about 5% missing or less of the
sample size as ‘manageable’ in some way or the other. It also depends on the
pattern of missing data. Choosing among different techniques for dealing with
missing data may also depend on knowledge, confidence, and familiarity with the
subject matter on part of the researcher. Van Belle (2011) among others

advocates sensitivity analysis as a good idea based on “a thorough understanding
of the subject matter” (p. 186).

It does not matter whether the above mentioned authors are working in the
different fields varying form social or educational sciences, general data sciences
to hard core machine learning and it seems fair to conclude that working with
data is time consuming and in general comes with trouble, caveats or thorny
issues. Fortunately, at the end of the process we will rely on some technical
solutions, but working the data is in itself a muddy experience in which the data

scientist/researcher has to rely on (several) subjective views and or decisions.

Educators are in the midst of a transition from learning analysis to learning
analytics. The analysis of classical test scores is not enough. The availability of
VLEs and the tracking of student behavior gives both students and educators
much more opportunities to follow the learning of students in real-time and
opportunities to intervene if necessary. At the same time, the upper limits of
learning analytics are not well defined. Techniques borrowed from educational
data mining, data science and machine learning combined with data from social-
media become more and more intertwined (Daniel, 2017; Gibson & Ifenthaler,
2017). Technical solutions by themselves are not sufficient for successful use of
educational data, as “[d]ata do not exist independently of the ideas, instruments,
contexts and knowledge used to generate, process and analyze them” (Kitchin,
2014) (p. 2) thereby (implicitly) suggesting that data scientist are not aware of the
pitfalls of data construction. As we will later show in this paper, most data
scientists are aware of the true nature of data, that is, data are not neutral,
objective and pre-analytic in nature. What often lacks is a thorough discussion of
the possible solutions and consequences of a technical data issue, which is a

major motive to conduct the study at hand.
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3 Research method

The choices made in the cleaning of student data extracted from VLEs has effect
on the outcome of this process — the dataset which is used for analysis and
visualization of learning. However, not much is written about this effect and,
consequently, the differences between outcomes based on the assumptions and
choices made by the people responsible for the cleaning of the raw data are also
underexposed. This study’s aim is to fill this gap in the current learning analytics
knowledge based on answering the following research question: “What are the
effects of (unspoken) choices made during the cleaning process of student data on the ontcomes
when these data are in turn used for learning analytics?”. As we will research how the
made choices affect analytical outcomes of contemporary events whilst we do
not have control over these events, a case study is a suitable research method for
our study (Yin, 2014).

3.1 Case description

In this single case study, we analyze data from an international minor program.
Students (n = 34) from the Netherlands, Finland, Spain, United Kingdom,
Mexico, and Germany all participate in six blended courses (in this study named
A to F), offered in ‘traditional’ classrooms, at an external workplace, as well as
online via Moodle — a well-known VLE. In this study, we focus on data obtained
from the latter.

Log files from Moodle are collected by exporting them via the administrator
dashboard. This dashboard allows administrators to download all logs in comma
separated value (.csv) format, which in turn can be processed in more specialized
statistical software or learning analytics tools — in this study, we used IBM SPPS
Statistics 24. The data are aggregated by us, i.c., events from all six courses are
combined in one dataset. In compliance with the ethical procedures and
guidelines that were applicable at the time the research was conducted, students
were asked to give passive informed consent and all data were after collection
immediately anonymized. Initially, the dataset comprises the variables as shown
in Table 1 and Figure 2.
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Table 1: Variables extracted from Moodle.

Variable Description

Date Date of the event taking place

Time Time, in HH:MM-format, of the event taking place

User id Moodle id of the user

Event context Page of the VLE where event takes place

Component Whether it involves an assignment or not

Event name Name of the activity

Description Description of the event, including course and uset(s)

id

Origin Whether website or app is used

IP-address IP-address from where Moodle is accessed

1d of affected user In case of e.g., message sent or discussion board

reaction

Date ~ Time ~ ID <T Event context ~ Component ~ Event name ¥ Description '~ | Origir ~ | IP addre
6-3-2016 14:14 W Assignment: Task 2) Assignment The status of the st The user with id '141 has viewed the submission status page for the as: web 145.89.118.
6-9-206 414 i Course: Introductory Systern Course viewed The user with id 14T viewed the course with id 16", web 145.89.118.
6-9-2016 141 18 Course: Introductory Systern Course viewed The user with id '118' viewed the course with id "18". web 145.89.164.
E-9-2016 14:11 A3 Course: The Project - System Course viewed ‘The user with id '33' viewed the course with id ‘17 web 145.89.64.1
6-9-206 14:08 8 Assignment Task O Assignment The status of the st The user with id 'T18" has viewed the submission status page for the as: web 145.89.164.
6-3-2016 14:08 18 Assignment: Task Ot Assignment A submission has | The user with id '118' has submitted the submission with id 'S80 for the web 145.89.164.
£-9-2016 14:08 44 User: Systern Message viewed  The user with id '44' read a message from the user with id '118" web 145.89.164.
6-9-2016 14:08 18 System Systern Message sent The user with id 'T18' sent a message to the user with id '44'. web 145.89.164.
6-3-2016 14:08 38 User: Systern hessage viewed  The user with id '38' read a message from the user with id '118" web 145.89.164.
£-9-2016 14:08 e System Systern Message sent The user with id '118" sent 2 message to the user with id 38", web 145.89.164.
6-3-2016 14:08 46 User: Systern Message viewed  The user with id '46' read a message from the user with id ‘118" web 145.89.164.

Figure 2: Snippet of raw data set.

As a case for our study, we want to determine for each individual student how
much time is spent on each of the six courses of the minor program and the
underlying learning activities. This means we have to structure the data in such
way that we can estimate the time-on-task for all events in the data set. We

elaborate on this process and its results in the next section.
3.2 Cleaning of the data

Our focus in the ETL process of the Moodle data is on cleaning and
transforming the data by deriving new calculated variables and values by splitting
a column (existing variable) into multiple columns (new variables) and so

disaggregating the data. Our VLE data records user id, event description and
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timing of an event. The variable Description (including the user id and course id)
is split in different variables to identify the course the student is working on. We
are willing to assume that a student’s action in the VLE and thus creating an
event in the data set is synonymous with studying. Therefore, we have to assume
that opening of a second event implies the end of the first event and the time-
spent-on the first event T1 amounts to t2 minus t1 — see Figure 3. Unfortunately,
closing of the event is normally not registered in the VLE. Consequently, time-
spent-on the last event in a session (T4 in Figure 3) cannot reliably be calculated.

Ty T, T Ta

> t,—Time
I —I -I 1 T, - Task

t 1 t2 T3 t4 Time

Figure 3: Calculation of time-spent-on task by using the start of new event.

Another issue is missing data: many events are not linked to a specific course.
For example, when a student sends a message to another student, Moodle does
not know to what course (if any at all) the message relates and therefore omits
the inclusion of a course id in the event description. This proves problematic
when calculating the total-time-spent-on a course. In Figure 4 we see that a
student is working on course D at t2. Later, at t5, he is involved in course C. In
order to link the other events (t1, 3, t4, t6, and t7) to a specific course to compute

total-time-spent-on a course, we must make some assumptions.

TTS, TTS,
30 min

TTS,
i t,— Time
120 min «—— b
TTS — Total time spent
T T T3 Ts Ts Ts T C, D- Events

Figure 4: Total-time-spent on different courses, based on varying session times.

First, we must decide whether the event on t4 is to be associated with a session
in which the student is working on course C or course D. In the literature, a
session or study-period often ends 30 minutes after the last click (see discussion
and overview of time-on-task in (Kovanovi¢ et al., 2015)). Moodle’s default

setting, however, automatically ends sessions after 120 minutes. That are two
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main versions we worked with in this study, but there is no logical reason to limit
ourselves to these options — why not 60 or 90 minutes? By deciding to end a
session after 30 minutes of inactivity, we also assumed that the course worked
on in the 30 minutes version is D at ti, tz, t3 and t4, while the student started with
course C at ts. We can now calculate the total-time-spent (T'TS) during this
session by adding all T within the session. In the default Moodle version, on the
other hand, the timing between all events is smaller than the 120 minutes cut-off
time. In such a study period (see Figure 4), we can calculate the total-time-spent
during the session but do not know to what (portion of a) course to assign it. It
can be DDDDCCC, but also DDCCCCC or whatever permutation possible.

Obliviously, this is of influence when computing total-time-spent-on a course.

To deal with the problem of events not linked to courses — which is essentially a

missing data issue — we defined six scenarios:

e In the first scenario (strict) we disregarded sessions with events not
referring to any course. This way, we do not have to make assumptions
to what course a session relates. The downside, howevet, is that we lose
sessions and, thus, information.

e In the second scenario (wide 1), we filled out the missing values by
carrying the last observation forward till the next observed course or the
end of the study session.

e In the third scenario (wide 2), we simply relied on the most frequent
course in a study period as the one and only; overwriting missing values

in that particular time frame.

In the other three scenarios, we imputed the missing values with randomly

assigned courses weighted by the number of known courses worked on:

e In the fourth scenario (wide 3), the weight was based on the number of
all courses observed on a weekly basis of all students together and all
missing values of a single student in a particular time frame got the same
random course assigned (for instance, AAA or BBB)

e In the fifth scenario (wide 4), the same is done as in wide 3 but several
missing values in a particular computed study-period were independently
randomized (for instance, DBA, or CAC or just FFF).
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e In the final scenario (wide 5), the weight is computed by the number of
courses directly chosen by an individual student on a weekly basis and

missing values were imputed as in wide 4.

We just want to show that all scenarios are plausible in one way or the other, and
indeed, we could have chosen other ways to deal with missing values. At this
point we are not interested in the stability of the different approaches. In order
to compute the total-time-spent-on a course (T'TSa, TTSp et cetera) in the
different versions and session, we recomputed the study sessions by taking t-last
minus t-first of a row of equal courses in order to estimate time-spent-on a

course. See Figure 5 for a schematic representation of some of the scenarios.

T TTs TS
Wide .. 5 c
TTS, TTSe
. TTS,

Wide 1 <
t,—Time
T,—Task

Strict .&, ,&, .&. TTS—Total time spent
A, B, C-Events

Tl TZ T! T4 TS Tﬁ T7

Figure 5: Schematic representation of scenarios Strict, Wide 1 and one of the other Wides.
3.3 Data processing

In line with our own recommendations (see section 5.1), we provide a summary

of assumptions and decisions made in the processing of our data:

e Events related to accessing the VLE with phones or mobile apps creates
records without any information other than that a mobile device is used
and can be removed from the dataset;

e Activities as changing passwords or failed login attempts are not related
to learning and thus can be removed from the dataset;

e Our research focusses on learners so event caused by other users
(teachers, administrators etcetera) can be removed from the dataset;

e All remaining events in the dataset represent learning activities in the
VLE;
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e Learning sessions end either 30 or 120 minutes after the start of the last

event in said session;

Data is cleaned by applying one of the six methods described in section 3.2.

4 Results

Now we have 12 different data sets — the six scenarios how to deal with missing
data and two different sessions times (30 versus 120 minutes). With these data

sets, we now calculate the time-spent-on the six courses of the minor program.

4.1 Identifying events and courses

In total, our raw dataset comprised 148,285 events. After removing events related
to accessing the VLE with phones or mobile apps removing non-learning
activities, and limiting ourselves to student users, we end up with 57,811 events.
Of all these events, just 12,334 events (21% of relevant events) are directly linked
to a course — see Figure 6. This leaves 45,477 events (79%) unaccounted for and
the only way to link the registered student activity to a course is within a study
session based on the Moodle default of 120 minutes or the 30 minutes often used

in academic studies.

All events in dataset
n = 148,285

Relevant events
n=57,811

Non-relevant events

Events linked to course
n=12,334

Events not linked to

removed course
n=90,474 n=45,477

Figure 6: Number of events during and after data processing.

As a result of the option between 30 and 120 minutes, we see in Table 2 that in
the 120 minute default 3,832 events take place within study periods in which
there is no link to any course at all. Just by shortening the end of the study session
to 30 minutes, the number of not directly identifiable events more than doubles

to 8,546 events. Shorter periods in the 30 minutes version leads to more
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unequivocally identifiable events; all known events in these periods belong to one
and the same course. In the 120-minute default, it is just the opposite: the number
of events pertaining to two or more different courses within a study period nearly
doubles compared to the 30 minutes variant. Independent of the selected
version, there are 137 not directly identifiable events we could not solve by
carrying the last observation forward till the next observed (wide 1) or just taking

the most frequent course in a study session (wide 2).
Table 2: Assigning events to courses in order to estimate time-spent-on course.

Moodle default: 120 minutes

Decision Unidentified A E C Ju] E F Total events

Raw data 145,285

Evensielatingto courses  Unidentified 3.832 o o o a [u] [u] 3.832
Ureguivocally identified o 15,125 005 3651 1126 1943 5744 33,594
Twoor more options 7407 G152 BSE3 8127 9624 9425

ersions Sirict 3,832 12,315 o1z 5944 397 S8 0522 53973
fide 1 137 13,058 10552 6323 451 5701 1520 57674
Wiide 2 137 1\A7 WTes BT 4126 5387 12081 57674
lide 3 o 18,302 0768 G242 4303 5620 1976 5761
iide ¢ o 18885 0784 6233 4514 SEZ 1965 5761
Wide 5 1] 19017 10653 6277 4403 5635 11520 5761

Theoretical standard/advise: 30 minutes

Decision Unidentified A =] C u] E F Total events

Raw data 148,285

Evensielatingto courses  Unidentified 8.546 o o o o o o 8.546
Unequivocally identified [u] 15,560 TOS0 4005 2003 2970 TEES 38,909
Twoor more options 4,641 4371 3862 4075 3984 3523

Wersions Sirict 8,545 17.584 9EBE3  GEYE 3430 4624 5688 49,265
fide 1 137 13,051 0562 6351 4513 5718 1473 57674
Wiide 2 137 13,116 10827 B3 4357 5758 1473 57674
Wwide 3 [u] 15, Tad n083 6207 4227 5616 1303 S5T.EM
Wwide & u] 18.827 1138 6145 4145 5782 1L.TM 57.am
Wide 5 1] 18,983 10963 6221 4316 5663 11653 5781

4.2 Identifying time-spent-on tasks and courses

After cleaning the data and imputing the missing values, we have 12 datasets and
can calculate the number of activities on each course based on the various data
sets. At first glance it seems that only differences between the strict and the wide
scenarios are noteworthy. The solutions within the five wide approaches do not
differ that much. That is erroneous: the number of events in Table 2 are
presented over all students together. What we really want to know is the number
of events — and more importantly — time-spent-on by each individual student.

Both measures vary enormously according to the chosen dataset. We can now
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also calculate the time-spent-on each course by each individual student as shown

in Table 3 for just four students.

Table 3: Relative amount of time spent on courses for four different students.

Moodle default: 120 minutes Theoretical standard/advise: 30 minutes
. . A B c D £ F Tct.al time A B c D £ Tct.al time
Userid  Scenario (minutes) (minutes)
Strict 16% 26% 18% 13% 10% 17% 14.173| 23% 28% 21% 11% 5% 11% 3.439
Widel 15% 24% 16% 12% 9% 24% 15.921| 21% 26% 20% 10% 5% 19% 3.999
128 Wide2 13% 26% 13% 12% 6% 30% 17.261| 19% 28% 17% 12% 1% 19% 4.116
Wide3 15% 27% 16% 12% 11% 20% 15.921| 20% 28% 19% 12% 6% 15% 3.999
Wided 15% 25% 16% 12% 9% 23% 15397 22% 27% 21% 11% 5% 15% 3.747
Wide5 14% 24% 15% 13% 11% 23% 16.224| 21% 28% 21% 10% 5% 15% 3.982
Strict 28% 13% 18% 7% 9% 26% 6.466| 44% 9% 10% 4% 12% 20% 1.447
Widel 22% 18% 13% 8% 7% 32% 9.142| 32% 7% 8% 12% 10% 32% 2.070
132 Wide2 21% 17% 12% 10% 9% 30% 9.618| 32% 7% 8% 11% 11% 32% 2.105
Wide3 22% 13% 13% 8% 11% 32% 9.142| 32% 14% 8% 8% 9% 29% 2.070
Wided4 25% 13% 15% 7% 9% 32% 8.017) 37% 8% 9% 5% 11% 30% 1.795
Wide5 19% 10% 12% 7% 20% 33% 10.387| 33% 7% 8% 5% 21% 27% 2.106
Strict 26% 21% 13% 3% 11% 27% 5.385 11% 5% 3% 7%  29% 1.424
Widel 20% 22% 13% 4% 11% 31% 7.008 32% 11% 13% 2% 8% 34% 2.011
138 Wide2 21% 20% 13% 6% 6% 34% 7.157| 35% 11% 10% 3% 8% 34% 2.035
Wide3 20% 22% 11% 2% 13% 32% 7.008| 34% 11% 11% 5% 7%  32% 2.011
Wided 22% 25% 12% 2% 9% 29% 6.226| 36% 13% 10% 2% 5% 33% 1.804
Wide5S 21% 27% 14% 3% 10% 25% 6.658 23%  10% 3% 5% 31% 2.325
Strict 44% 6% 7% 9% | 13% | 22% 4577 45% 10% 12% 9% 1% | 23% 1.336
Widel 29% 8% 9% 23% 8% | 23% 7.758| 36% 8% 11% 24% 0% | 21% 1.802
142 Wide2 26% 6% 9% 8% | 26% | 25% 8.166| 34% 10% 10% 24% 1% | 21% 1.829
Wide3 27% 6% 6% 10% | 10% | 41% 7.759| 36% 9% 9% 9% 5% | 32% 1.802
Wided 31% 5% 7% 7% | 16% | 34% 6.674| 41% 9% 11% 7% 1% | 31% 1.580
Wide5 37% 8% 4% 7% | 15% | 29% 6.787| 42% 10% 12% 8% 1% | 28% 1.526

Compared to the theoretical standard/advise of 30 minutes, students spend
about 3 to 4 times as much time on the total of six courses under the Moodle
default of 120 minutes. Considering Moodle's default session ending time of 120
minutes, students spent about 3 to 4 times as much time on their courses
compared to the total time-on-task when using the theoratical standard ending
time of 30 minutes. This is in line with the assumptions used — 120 minutes is
four times as long as 30 minutes. However, if we look at the relative time students
spent on specific courses between the two versions or within the used scenarios
of a version, the link between assumptions used and relative time becomes foggy
and blurred.

In the 30 minutes version, all students seem to spend relatively more time on
course A and less on course B, compared to the Moodle default of 120 minutes.
However, student 144 spends also relatively less time on course E. If we compare

over the scenarios within the separate versions, we sometimes see huge
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differences between strict and several wide scenarios. For instance, in the 30
minutes version, student 138 spends 45% of his time in the strict version to
course A, in wide 5 this is reduced to a mere 28%. In the Moodle default, the

relative time-spent-on in these sets is more or less the same (26% versus 21%).

As our results show, it is difficult to see a common pattern in these figures,
indicating different assumptions lead to different dashboard figures. Concluding,
we observe that time-spent-on as a key variable for the quality of learning stays
without reach for teachers as a basis to act upon and interfere with a particular
student: it just depends and variates with the assumptions made and the truth is
hard to find.

5 Discussion and conclusion

In this paper, we have shown that the choices made during the cleaning process
of student data can have large impact on the outcome of the subsequent analysis.
Estimating time-on-task is one example of a learning (outcome) measure which
is affected by data cleaning, but also other metrics used in learning analytics
research might be influenced, e.g., the use of (metacognitive) tools or the number
of discussion board postings. With the emerge of full-scale and multimodal
learning analytics — requiring the aggregation of data from multiple sources —the
effects of data cleaning on the analysis’ outcomes are even more amplified. We
are not in search of a holy grail for student data cleaning (which probably does
not exist at all), but the goal of this study is to make both practitioners and

academics aware of these - often unspoken - choices and their effect.
5.1 Recommendations

Based on our research, we present the following recommendations: (1) provide
users of learning analytics tools (students, teachers et cetera) with the insight what
assumptions and corresponding choices were made during the data cleaning
process. This helps them to better understand the results and visualizations of
the data analysis; (2) provide users with the opportunity to see other versions
based on different assumptions of the data set as well; (3) to make scientific work
better reproducible and comparable, researchers should elaborate on the cleaning
of their data. In the current literature, researchers often almost immediately jump

from raw data to results without saying anything on the choices made, although
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some exceptions exist, cf. Bos & Brand-Gruwel (2016); Chen, Chen, & Xing
(2015); Kovanovi¢ et al. (2016); (4) involve domain experts in the cleaning
process. Data experts working on the data sets without knowing the exact
context the data was collected in, might use erroneous assumptions to clean the
data. By consulting domain experts before the data handling, the resulting data
might be better suit the learning context (Miiller & Guido, 2016); (5) stakeholders
should feel responsible, support the choices made, and be transparent about

them.

If we want students, colleagues and other professionals to work with our analysis,
results or dashboard functionality, we should be open and give them a detailed
report of the decisions made. As a rule of thumb, we should state and explain
explicitly how we have dealt with the issues at hand in such way the user can
understand it (Van Belle, 2011).

5.2 Future work

Now we have different data sets, we might want to research in what ways to
inform end users about the data cleaning process. That is, how can we inform
users — students, teachers et cetera — what assumptions were made, what steps
were taken, what user preferences are, and what the effects on the analysis
outcome are. We propose the use of focus groups to identify (critical) success

factors for awareness creation about data cleaning and its consequences.
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1 Introduction

The current study analysed how a public organisation utilised social media as a
tool. The study was conducted as a case study in the Finnish Evangelical
Lutheran Church (hereinafter the Church). The social media studied was limited
to Twitter, and the empirical research material consisted of tweets made over
January—April 2017 from the Twitter account owned by the Church and managed
by the Church Council.

Social media has become an essential part of everyday of people, and it is
integrated into daily life. The popularity of social media is increasing, and many
enterprises have adopted social media among their practices to contact people
regardless of place or time. Recently, public organisations have significantly
increased their use of social media, being more achievable than before (Mergel,
2013; Simon, Goldberg & Adini, 2015). Also journalists report about incidents
via Twitter, increasing openness, and share content produced by actors other
than themselves (Vis, 2013).

Many public organisations, actively use Twitter (Lovejoy, Waters & Saxton,
2012), and one of them is the Church. Like any public service provider (see
Serrat, 2017), also the Church has faced the need to more flexibly utilise media
to enable inclusive, participative, and responsive communication. So far,
however, Twitter-related studies have not focused on churches, although Cheong
(2014) analysed tweets by one pastor. The Church wanted to reach people, so it
was activated in the same forum were people are. The Church had accounts in
Facebook, Instagram, YouTube and Twitter. However, despite the active use of
social media and especially the use of Twitter in the hands of the Church, the

way how Twitter was used had not been analysed so far.

This study focused on the research question: How does the Church utilise the
microblog service Twitter in interactions with its members? The research
question was investigated in a case study with inductive content analysis
(Krippendorff, 2013). A framework with seven steps (Mayring, 2014) was
applied. The study was mainly qualitative (Kaplan & Maxwell, 2005) in nature,

with some numerical facts included to add value to the interpretations.
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According to the analysis, the Church utilised Twitter to spread Christianity and
mostly tweeted about religious topics but also about refugees, equal marriage and
human rights. The language used showed that the Church could express its views

in humorous ways and sought to spur active interactions.
2 Literature Review

Social media can be defined as a group of Internet-based applications that are
built on Web 2.0 and that enable users to produce and share content. In general,

social media enables reaching many people in real time (Serrat, 2017).

For governments, social media offers possibilities to capture messages and
opinions from citizens and use that information to build processes, increase
openness and develop solutions for governmental problems (Mergel, 2013).
Companies need to make intentional decisions to adopt social media, build social
communities and gain skills to learn from the content produced by customers
(Culnan, McHugh & Zubillaga, 2010). Companies can learn which of their
registered users follow other registered users, thus building networks that

organisations can use (Debreceny, 2015).

Due to its non-anonymous nature social media appeals more people with
extraversion and openness to experiences than introverts (Correa, Hinsley & De
Zuniga, 2010). Most often reasons for social media usage are related to having
fun and providing updates of it, or content-specific and information seeking
(Luchman, Bergstrom & Krulikowski, 2014). Social media also enables forming
common understanding with stakeholders and offers an important link between

government and citizens (Mergel, 2013).

One of the most popular social networking sites is Facebook, which has more
than 1.15 billion monthly active users (Debreceny, 2015). Among the other social
media sites (e.g. Sixdegrees, Hi5, MySpace, YouTube and Flickr), Twitter,
founded in 2006, has grown rapidly in recent years, and its popularity is expected
to continue to grow in the future (Gerstein, 2011). Twitter allows 140-character
messages to be sent to and seen by people not known to the sender (Kietzmann,
Hermkens, McCarthy & Silvestre, 2011). Twitter users can make status updates,
have conversations and share news and knowledge. Twitter can be valuable for

both leisure and professional pursuits, such as sharing sources and coordinate
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projects (Lux Wigand, 2010; van Dijck, 2011). Twitter has developed the use of
hashtags (#) to inform other users about the content of messages (Naaman,
Becker & Gravano, 2011).

Twitter serves as a formal communication channel for various authorities,
including government agencies (Mergel, 2013). Twitter has a growing role at the
governmental level and has introduced a new way to have discussions with
stakeholders (van Dijk, 2011). Twitter use even proved to be crucial in the United
States presidential campaign in 2016 (Enli, 2017). Government Public Relations
can benefit from the low-cost nature of Twitter and reach large audience if the
citizens engage in dialogue with information, questions and ideas as encouraged
by the officials (Farhatiningsih & Salamah, 2018).

Enterprises utilise Twitter primarily to inform and promote their relationships
and advertising activities (Waters, Burnett, Lamm & Lucas, 2009). Public
organisations similarly use Twitter for information sharing, a type of
communication that emphasises publishing facts (Waters & Williams, 2011).
Twitter acts as a marketing tool, enables amateurism, challenges
professionalisation and serves as a tool to set new agendas for institutions and
other actors that tweet (Enli, 2017). Institutions with open Twitter accounts
actively use the site to share information and facts publicly and quickly in real
time and to increase confidence in their administration and operations (Waters
& Williams, 2011).

Twitter also enables two-way interactions that offer new possibilities for
businesses’ social-media use (Briones, Kuch, Liu & Jin, 2011). Twitter-based
internal communication opens an informal way to disseminate and discuss topics
that would not necessarily be raised in traditional channels. Twitter improves
collaboration in work environments by making information sharing easier and
faster and increasing the community spirit among colleagues. (Zhao & Rosson,
2009).

The integration of social media tools into citizens’ everyday life has enabled
utilisation of social media during crises. Especially during catastrophes, social
media plays a significant role as other communication systems, such as phone

lines, can become overloaded. Twitter can be used to share information about
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personal circumstances and coordinate assistance, first aid and evacuations.
(Macnamara & Zerfass, 2012; Ludwig, Reuter & Pipek, 2015).

Although Twitter has grown into a leading media tool in organising political
campaigns (Enli, 2017), its role in communication between organisations and
stakeholders has not yet been established (Lovejoy et al., 2012). Furthermore,
many organisations have not developed guidelines or strategies for social media
use. Only 20% of Australian organisations and 23% of European organisations
have created overall social media strategies, and organisations often have
insufficient skills to utilise social media. (Macnamara & Zerfass, 2012).

In all, Twitter seems to be used to serve in versatile purposes related to such as
adding communication among different crowds, advertising and marketing,
shating governmental information, influencing public opinion and pushing

political or administrative goals forward.

However, Church as the tweeter has not gained much attention, with the
exception of a single priest in a large church as the tweeter (Cheong, 2014), and
new empirical findings were expected to increase knowledge about Twitter in the

hands of a significant religious organisation.
3 Empirical Context

The Evangelical Lutheran Church (the Church) is the largest religious community
in Finland. In 2017, the Church had about four million individual members,
amounting to 71.9% of citizens. Founded in 1809, the Church has a tradition of
established practices. The Church was separated from the state in 1870, when
significant responsibilities for education, healthcare and care for the poor were
also transferred to municipalities. The Church’s central administration body is
the Church Council.

At the time of the study, the Church had adopted use of social media and
frequently updated its social media accounts. The online Church offered ongoing
services and hours of prayer, and praying online. The Church also had Facebook,
Instagram, Twitter and YouTube accounts and encouraged its parishes to build

their own social media accounts and to be visible also in internet. In addition,
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there were several prominent persons in the Church who made their

contributions via their private social media accounts.

At the time of the study, the Church’s Facebook site had 54,874 ‘likers’ and
51,780 “followers’. The Church published one to three postings daily and shared
posts by its partners and other individuals. On YouTube, the Church published
several video shots weekly. One of its newest online products was ‘One-Minute
Devotions’ on diverse topics, and some of these video shots had gained
thousands of views. The Church’s social media sites were managed by a special
team of persons hired for that. The team included priests, diaconal workers,

youth workers and informatics.
4 Research Approach

The research was conducted as a qualitative case study that investigated the
phenomenon in its real-life context — discussion forum of the Church outlined
by four months (see Yin, 2003). Qualitative research methods are mostly
inductive in nature and are used to collect data from observations, interviews and
documents (Kaplan & Maxwell, 2005). Using a case study is reasonable when the
goal is to add understanding about a phenomenon that earlier has received little,
if any, scientific interest (Gable, 1994). A case study approach can be applied
both for a qualitative and a quantitative study, and it allows simple and
complicated research settings (Baxter & Jack, 2008). Qualitative data analysis is
about understanding and interpreting qualitative research material such as
especially text (Lacity & Janson, 1994).

The empirical research material consisted of tweets published over January—April
2017. The research material was analysed with the help of a content analysis,
which aims to find conclusion from the data analysed (see Krippendorff, 2013).
Content analysis consists of conventional, directive and summative approaches
(Hsieh & Shannon, 2005), and the categories formed should be exclusive to
ensure that all the content fits into only one category (Krippendorff, 2013).

In this study, the tweets were analysed carefully in seven steps: formulating a
concrete research question, linking the research question to theory, deciding the
research design, defining the material and the sampling strategy, selecting the data

collection and analysis methods, processing the study, presenting the results and
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discussing the quality of the study (see Mayring, 2014). The concrete research
question of ‘How does the Church utilise the microblog service Twitter in
interactions with its members?’ was answered through formulating two sub-
questions: What does the Church tweet about? How can its tweets be

categorised?
5 Empirical analysis of the Twitter tweets of the Church

The empirical research material consisting of 937 individual tweets from the
Twitter account of the Church were downloaded. This amount included also
tweets originally created by the Church and re-tweeted by individual parishes and

vice versa.

JANUARY

FEBRUARY
MARS

APRIL

350

Figure 1: Number of tweets per month.

The study period started on the beginning of the year, not tied with any religious
calendar. Figure 1 reveals that during January the number of tweets was the
smallest (168), increasing towards the end of the study period.

Preliminary categories were formed based on a review of the tweets, and after
thorough familiarisation with the material, they were then refined into eight
categories: religious, marketing, declaration, information, answer, aid-and-
mission, sharing news and other tweet. Every tweet published during January—
April was placed in one category. The religious tweets were separated at the
beginning of the analysis, and all tweets that in some way emphasised religion,
for example, through Bible verses, prayers and religious-themed pictures were
included in that category.
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@ Tampereen eviut srict —

—_—— - —

THY WILL BE DONE ON ICE
IT IS HEAVEN.

” s GOBOLOOLE

Figure 2: Religious tweet.

Figure 2 gives an example of a tweet classified as ‘religious’. The tweet was
originally sent by a parish and then re-tweeted by the Church. At the time, ice
hockey was a hot topic in the town. The tweet includes a modified quotation
(‘Thy will be done on ice as it is heaven’) of the Lord’s Prayer but also references
topical issues and displays the Church’s humorous style of religious allusions in
its tweets. At the time of study, this tweet had been liked by 186 users and re-
tweeted 76 times.

‘Marketing’ category and ‘informing’ category were separate, although it was
challenging to determine to which category some tweets belonged. ‘Marketing’
category included all the tweets that advertised different events, camps, or radio
and television programs of the Church. ‘Information’ category consisted of
tweets that were purely factual or informative in nature. Such tweets included
information about negotiation of cooperation procedure in the Church, office
premises, and other factual tweets. For example, one tweet pushed for more
energy efficiency in the offices, and another tweet informed about the General

Synod’s discussion on caring for the terminally ill.
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As another example of classification, one priest responsible for work with deaf
parishioners tweeted to advertise her reception hours on Skype, which was
classified as ‘marketing’. In several other tweets, she advertised YouTube videos
of sermons, psalms and prayers in sign language. Another tweet advertising a
mass was sent by a bishop who welcomed a popular band to the city but informed
that he cannot attend the rock concert because he was proclaiming “Christ is
risen!” with the congregation attending the service. His tweet had received 61 likes
and was re-tweeted 12 times at the time of the study.

‘Declarations’ consisted of tweets discussing topical national and global issues,
such as asylum seekers, marriage, unemployment and equality. In addition, topics
related to euthanasia, human rights, human trafficking, climate change and future
bishop elections raised discussion. As well, tweets advertising events where
negative decisions for asylum seckers were read aloud were classified as
‘declarations’. One tweet announced that Jesus was a refugee in reference to
Trump’s refugee policy. Despite the mention of Jesus, the tweet was classified as

declarative based on its message.

The ‘answer’ category included all tweets responding to questions posed to the
Church. Some questions were provocative, such as When will you ask for forgiveness
Jor pressuring the Sami people to change their official nationality from the right stakeholders?”.
The Church answered, What do you mean?’, and the tweeter replied, The church
Jorced the Lappish people to change their langnage from the devil’s language to the majority’s
langnage. Nobody has apologised for this’. The conversation on this sensitive, delicate
discussion had not been continued in the tweets at the time of the study.
However, most questions were related to religious concepts, holy days and the
Church’s views on issues and events. In general, tweets classified as ‘answers’
addressed a wide range of topics, such as statistics, parishioners’ attendance and
taxes paid by the Church. In total, 105 tweets were classified as ‘answers’ in the

study.

The ‘aid-and-mission’ category consisted of 15 tweets related to relief work
performed by the Church nationally and internationally. The ‘sharing-news’
category had only seven tweets. The ‘other’ category included 47 tweets that did
not belong in any other named category. The largest category was ‘religious’, with
its 238 tweets, accounting for one fourth of the tweets. The second-largest
category was ‘marketing’, with 229 tweets, also nearly a quarter of all.
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There were also dialogues that consisted of several tweets. For instance, a tweeter
asked if the next version of the Bible would include hashtags. The tweeter
received an answer directly quoting the Bible (‘Matthew 23:5: They do all their deeds
to be seen by others). This dialogue was classified as ‘religious’ due to the biblical
quotation. The discussion in Twitter was active as there were always people at

work in the social media team to monitor the tweets.

The analysis also explored what the Church intended to communicate when re-
tweeting. The research material included 558 tweets (59.5%) published by the
Church, 214 tweets (22.8%) by individual persons and 165 tweets (17.6%) by
other organisations. The individual tweeters, particularly their Twitter accounts
and the details of their posts, were analysed carefully. The analysis revealed that
some non-Church employees tweeted, but many were priests, youth workers and
other Church employees. Only one, with four tweets at the time of the study, was
identified as a spokesperson. The organisations were classified as religious and

non-religious organisations.

Due to the limited number of characters (140), the tweets often included pictures,
especially for informational campaigns. For instance, the ‘101 reasons to belong
to the Church’ campaign featured 101 pictures. The Church also used tweets to
apologise for failed communication efforts. At the time of the study, the Church
had run an unsuccessful advertisement related to a nation-level meeting. The
advertisement featured a young woman in underwear (Fig. 3) and was widely seen

on big billboards along the roads and on the walls of large buildings.
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Figure 3: Failed advertisement

The Church tweeted: We failed. Choosing that picture was completely unsuccessful. We
apologise for that, and we will remove the picture from that advertising campaign’. The Church
thus asked for forgiveness from people in general, not only those who might
have been offended. Although the archbishop tried to cool the atmosphere after
the communication fault, the discussion on the controversy continued and was

also raised in the print media.

The four months studied (January—April) included Easter, the Church’s oldest
and most important feast, which was evident in the empirical material. Most
tweets were published in April (320 tweets), while in January, only 168 tweets
were published.

Opverall, the analysis of 937 tweets from the Church’s Twitter account shows
that most tweets (238, 25.4%) were religious in nature. The second-largest
category was marketing (229, 24.4%). The tweets classified as declarations (177,
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18.9%) addressed topics such as marriage, refugees, human rights and racism.
Informing was the fourth-largest category, with 119 (12.7%) tweets. The
answers category included 105 (11.2%) tweets, the aid-and-mission category 15
tweets (1.6%), and, finally, the sharing-news category seven (0.75%) tweets.

6 Discussion

The current study analysed how the Church as a public organisation utilises
Twitter. The research data was collected from the Twitter account of the Church,
and all tweets (937) during January - April in 2017 were included. The tweets
were analysed in seven steps and were carefully read one at a time in a

chronological order, starting from January 2017.

In general, social media and online tools are valued and discussed in several
countries, and among private and public organisations. Twitter is an open forum
where members can easily comment and share opinions. As a cross-platform
application, Twitter enables marketing, promotion, discussion and other types of
communication. Twitter offers a new way to communicate, and at the same time
it enables and supports parties to build relationships, to be present together,
discussion, reporting news, information sharing and coordinating projects (Lux
Wigand, 2010). The research material revealed that communication, discussion
and social presence were visible in the tweets. The Church participated in several
discussions with its followers, and occasionally the discussions seemed sensitive
and personal. The Church’s followers adopted this new tool to communicate
with it, and the Church could communicate in real time as it continuously

monitored its account and swiftly posted responses.

The Church had deployed an innovative tactic by utilising T'witter and engaging
interactively with followers (see Culnan et al., 2010). The analysis revealed that
having a person monitoring the Church’s tweets added interaction between the
Church and its members. For the Church, active communication with its
followers was valuable. The numbers of ‘likes’ in the tweets revealed that the

Church had succeeded with many of its tweets (see Fig. 2).

Management commitment is important when adopting social media (Mergel,
2013). The leading persons such as bishops and other higher officers had active
roles in tweeting. The person (usually a priest) in charge of monitoring the tweets
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answered questions, described and explained terms and concepts related to the
Church’s calendar, and re-tweeted posts and statements written by other people.

The Church had three goals: to promote openness, participation and
collaboration. Similarly, the challenges of Serrat (2017) were realised in the topics
of emerging global issues and rising citizen expectations. The tweets were open
in nature, and discussion was going on about sensitive and challenging topics
such as refugees, immigration, racism and unique marriage law. The tweets
encouraged discussion and interaction and included declarations made without
additional passion or antagonism. Politics were raised, particularly in relation to
topical subjects such as bishop elections and subjects in the General Synod. The
Church encouraged discussions by tweeting thoughts and offering new topics for
tweets. Participation was promoted, for instance, through tweets inviting people

to attend events and vote in elections.

The analysis of the research material lead to identify eight categories of tweets:
religious, marketing, declaration, information, answer, aid-and-mission, sharing
news and other. The categories were defined paying attention to their exclusive

nature (see Krippendorff, 2013), and no changes were made during the analysis.

DECLARATION INFORMATION
J ‘T 1 T

y

Vs

RELIGIOUS ——=> MARKETING

AID / MISSION \

Figure 4: Proposed categories and their relations

Figure 4 illustrates the relationships among the categories. The arrows depict the
challenges to decide which category a tweet was to be classified in. Some tweets

required more analysis and consideration than others. The ‘religious’ category
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appeared to be a category that was a near category to more than the others. As
seen in Figure 4, the ‘answer’ category was not related to any other as its tweets
were identified explicitly as answers. Another observation was related to the
‘sharing news’ and ‘other’ categories, which were related only to each other.
However, ‘sharing news’ had a low number of tweets (seven), and it could be

included in the ‘othet’ category.

Overall, one can assume that religious topics form the core of communication in
the Church. This could be seen in the research material as well, as most of the
tweets were classified as ‘religious’. The second-largest category, ‘marketing’,
included mostly advertising messages about events and happenings in the
Church. Besides pure religious topics, also other topics were widely seen in the
tweets, as immigration and human rights were visible in the research material as
well. The Church, therefore, appeared to be an active part of the society and

wants to participate in contemporary discussions.
7 Conclusion

This study focused on e the topics the Church tweeted about and the ways in
which it utilised T'witter. The subject was fresh and topical as, at the time of the
study, there was little no prior knowledge about the use of Twitter. A qualitative
study (Kaplan & Maxwell, 2005) was an appropriate choice in this case. This
study did not open the strategy related to utilising social media, and it would be
interesting to know how the strategy was formed and whether it was planned or
ad hoc. More knowledge about the role of social media in communication by

large organisations such as churches and cities is needed.

Of the Church’s 937 tweets over January—April 2017, most were ‘religious’ in
nature, accounting for 25.4% (238) of the sample of tweets. The next-largest
category of ‘marketing’ had almost as many tweets (229, 24.4%). The third-largest
category of ‘declarations’ had 177 tweets, while the ‘informing’ category had 119
tweets. In addition, 105 tweets were classified as ‘answers’, 15 as ‘aid-and-

mission’, and seven as ‘sharing news’.
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The study was first of its kind about utilising Twitter in the Church in Finland.
The literature review did not find much relevant knowledge from scientific
studies on Twitter use in other countries with similar environments. This scant
knowledge suggests that the findings presented in the paper will also have interest
for international audiences. The current study was limited to tweets from the
Church’s account, and future studies will be extended to include other public
agencies. Moreover, extending the study to churches in other countties could add
new knowledge about new ways to use Twitter, particularly at the hands of

religious organisations.
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1 Introduction

Like all OECD countries, Australia is also facing cost pressure regarding
delivering high quality care. In the private healthcare sector in Australia
unplanned readmissions are 3.1 typically requires the joint analysis of multiple
sources of data [2]. However, this can be challenging as data is often
incomplete, fragmented and/or consists of misaligned information [3]. This
limitation in data quality in turn has hindered epidemiologists to extrapolate
demographic information to within plausible limits [4]. Additionally,
fragmented data spread across multiple sources makes it difficult for
policymakers to compare the relative cost-effectiveness of different
interventions [5]. Thus, measuring, gauging and creating benchmarks for
unplanned readmission is difficult and yet trying to solve this problem, as is

the goal of this research, will have many far reaching consequences.
2 Literature Review and Background

Recent developments in the fields of data warehousing and data science have
enabled researchers to contribute to a growing body of knowledge in
predictive analytics [3]. In particular, the building, training and application of
predictive models to stratify patients into various risk groups based on
information from administrative, insurance,

clinical, and government registry sources is becoming a key focus [5]. Such
studies are aimed at first aligning complex and sensitive information across
multiple sources [6]. This information is then used to identify patients in need

of additional healthcare resources by means of various intervention methods

[6].

The preponderance of research on predicting unplanned readmissions
applies logistic regression models using dichotomous dependent variables
[5,8,9,10,11,12,13,14] and occasionally linear regressions [14,11]. Although
the wvariable to be explained is dichotomous, logistic regression can
additionally determine the probability of belonging to a certain group, for
example, whether a patient is cost intensive (ie. a likely unplanned
readmission or high risk patient) or not (a relatively healthy patient unlikely
to have complications) [15]. Compared to logistic regression, the scale level

of the dependent variable in linear regression is metric [15]. On the one hand,
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the use a dichotomous dependent variable with a well-defined threshold
allows for a better comparability. However, the dichotomous dependent
variable has the disadvantage that potential cost savings can not directly be
assigned [9]. In addition to regression models, classification models such as
Support Vector Machine (SVM) and Decision Tree (DT) methods can be
applied [16,17,18]. Classification is the assignment of data objects to a suitable
class, whereby, for example, the minimization of the classification error or
the maximization of the degree of affiliation are used as performance
evaluation criteria [19]. In SVMs, data objects are represented as vectors in a
ddimensional data space. An SVM looks for a boundary where the objects
with different class affiliation are separated as distinctively as possible. This
limit is represented by so-called support vectors. In case of more than two
attributes, the separating boundary corresponds to a hyperplane [19]. Drosou
and Koukouvinos [16] use SVM to find an optimal hyperplane that separates
cost-intensive from "regular" patients. However, comparing different
classification and predictive models, Moturu, Johnson, and Liu [17] show that
SVM have the lowest performance. In their study, Bertsimas et al. [18] utilize
DT to classify high-cost patients. The advantage of decision trees lies in the
ability to be easily interpreted, where the importance of an attribute is
reflected by its proximity to the root node. However, especially for data sets
with many attributes, the danger of overfitting occurs [19]. In this case, very
large decision trees are created. Although a large decision tree leads to a high
classification accuracy on the training data, it does not necessarily lead to a
high classification accuracy on the test data [19]. Since the mentioned
classification models have not shown a sufficient performance in literature
and logistic regression has the advantage of generating probabilities as well,
this method is chosen for the predictive analysis. In order to evaluate whether
overfitting occurs when learning a classifier, cross-validation of the models is

applied.

There are a variety of different influencing factors in literature that increase
the likelihood of becoming a costintensive patient. Especially demographic
variables are often used as the first factor in predictive analysis, where aspects
such as age and gender are known to be reliable predictors [17, 3]. Bertakis
and Azari [14] intensively examine the influence of gender in their study and
confirm that women are associated with higher costs. Chechulin et al. [3]

further verify that good estimates of future costs can be made based on a
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person’s age. Although pure predictive demographic models perform worse
in terms of prognosis quality compared to models with clinical variables, they
provide meaningful predictions for the small amount of information
available. This allows for categorization at a time when no other information
is given [17]. Other important indicators are clinical variables based on the
ICDY and ICD-10 diagnostic codes [3]. Cucciare and O’Donohue [20]
further suggest that predictions that include diagnoses show very accurate
results. Here, certain chronic diseases, such as diabetes, chronic heart failure
(CHF) and chronic obstructive pulmonary disease (COPD), should be
studied separately, as these have a major impact on the resulting costs [3].
Hartmann et al. [9] identify accordingly that the metabolic system, especially
diabetes, is a trigger for a high number of other diseases and may have long-
term effects. Snider et al. [13] support this finding by identifying obesity as
an important indicator in their study. This is also related to the body mass
index (BMI), sociodemographic variables and other comorbidities.
Additionally, people who suffer from a CHF tend to become cost-intensive
because they tend to use more healthcare resources of all kinds [21]. Lee et
al. [13], define different levels of care, showing that patients with regular care
needs are characterized, among other things, by COPD and asthma. In
general, diseases can also be summarized in co-morbidity indices and
incorporated into the modeling as a predictor [23]. An example is the
Charlson Comorbidity Index, which includes diagnoses based on ICD-10
codes [12, 25]. Other relevant predictors include the self-assessment of one’s
own health status [12, 23], previous healthcare costs [27, 20], resource
demands such as number of hospitalizations and number of visits |3, 25], and
medication [24, 23]. In the current study we built several models to predict
allcause 28-day readmission risk and included Socio-economic Indexes for
Areas (SEIFA) data as proxies for sociodemographic determinants of health.
Additionally, instead of using insurance claims data, which could require
several weeks to process, we focussed on building our own models using data
that is readily available during the inpatient stay or at the time of discharge,

as the following presents.



Nilmini Wickramasingbe, Day Manuet Delgano & Steven McConchie:

Real-time Prediction of the Risk of Hospital Readmissions 89

3 Methodology

One of the primary objectives of this study is to accurately predict,
(ultimately) in real time, the risk of hospital readmission within 28 days of
discharge. The following sections describe the underlying data constructions

and assumptions that were built into our models.
3.1 Data Preparation

Before developing prediction models, the data set has to be cleaned and
prepared. First, variables that have more than 90% missing values or have a
constant value over all cases are excluded. Due to input errors in the data set,

cases showing inconsistencies across multiple attributes are removed.
3.2 Dataset

The developed models of readmission risk utilised hospital activity, patient
characteristics and clinical data, which were derived from six years of
admitted patient episode care data, from fiscal year 2012-2013 through fiscal
year 2017-2018. These datasets contained episode level information regarding
hospital activity, patient characteristics, procedures performed and diagnoses.
A separate dataset containing information regarding the specialist, including
specialist identification, name and age, was also utilised to develop the model.
Eight different SEIFA 2016 scores at a postal code level were incorporated
as proxies for socio-demographic determinants of health. This initial dataset

contained 202 variables across 926,778 episodes.
4 Outcome Variable

A not for profit tertiary healthcare organisation counts readmissions at the
episode level. For the purposes of this study, readmissions were considered

for any patient that was readmitted under the following conditions:

e Readmission occurred within 1 to 28 whole days following discharge;

and

e readmission occurred for a unique episode; and
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e The readmission sequence was discarded.
e Episodes were excluded from the outcome variable for the following
reasons:
e DPatients were readmitted at a rehabilitation facility; or
e Datients were readmitted at cancelled or hold wards; or
e Patients were readmitted with dialysis or oncology codes; or
e Patients were readmitted with same day mental health treatment; or
e DPatients were readmitted with electroconvulsive therapy (ECT)
treatment.
1,000,000
-1.8%
750,000
-73.5%
500,000
926,778
250,000
ik -11.24%
-4.4%
102,282
0
Dataset Unique 1-28 Hold or Cancel Exclude Exclude Rehabilitation Readmissions
Episodes readmission oncology -  dialysis-L61Z Facilities

RE37
Figure 1. Readmission building block

Of the 926,778 episodes in the initial dataset, 102,282 are identified as

readmissions, which represents a readmission rate of 11.24%.

It is important to note that the readmission rate is not included in our model
as the dependent (outcome) variable, as a readmission is the final
consequence. Because our goal is to predict the risk of readmissions prior to
the discharge on the first instance, we instead used the readmission index.
The readmission index considers the admission immediately preceding the

readmission episode, as quantifying the risks of readmissions prior to
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discharge from the initial episode can allow clinicians to identify patients who
might benefit from more intensive pre-discharge care.

The readmission variable was calculated according to the formula described
in section IV.1.2. Then the index readmission was derived and validated to
predict the risk of readmissions within 28 days after discharge from this not

for profit tertiary healthcare organisation.

INDEX READMISSION

Figure 2. Index — Readmission Concept
4.1 Data Cleaning

To further refine the variables used in the model, we excluded or transformed

factors based on the following reasons:
4.2 Unrelated Variables

An extensive consultation process was undertaken with the Clinical
Outcomes and Analytics team, the Chair of Health Information Management
for a not for profit tertiary healthcare organisation, and external consultants
to determine the potential risk factors for readmissions. Empirical evidence
suggested that the following variables do not have significant impacts on the
risk that a particular patient will be readmitted to the hospital within 28 days
of discharge: the division type, the care type, the number of noncertified days
of stay, the number of private bed days, the conversion from outpatient to
inpatient stays, the conversion from inpatient stays to outpatient stays, the

rehabilitation episode type, death after discharge, fund diagnosis related
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group (DRG) version, hospital DRG version, principal Commonwealth
Medicare Benefits Schedule (CMBS) date and principal CMBS banding.

4.3 Missing feature values

An important number of variables did not include complete records. Careful
consideration of methods for dealing with missing data was performed, as
failure to appropriately consider missing data can lead to biased results.

Variables were generally treated with one of the following methods:
4.4 Elimination

When the missing data represented more than 10% of the total records, the
variable was excluded from the modelling dataset. Eliminated variables
included the following: unplanned admissions to the ICU, referred by doctor,
referred by specialty doctor, referred by doctor at a clinical institute, referred
to doctor, referred to specialty doctor, principal shared care doctor clinical
institute, miscellaneous code 1, miscellaneous code 2, miscellaneous code 3,
miscellaneous code 4, miscellaneous code 5, miscellaneous code 0,
miscellaneous code 7, miscellaneous code 8, miscellaneous code 9,
miscellaneous code 10, the Australian national subacute and non-acute
patient (An-Snap) classification, Snap version, assessment only indicator, date
of discharge plan, usual accommodation prior to admission, living
arrangement prior to admission, employment status, existing comorbidity,
emergency department treating doc 2, emergency department treating doc 3,
emergency department treating doc 4, emergency department waiting,
emergency department time, triage category, emergency department
provisional dx code, emergency department provisional dx, discharge to

usual accommodation, policy type and admission patient classification.
4.5 Mean substitution

For continuous variables that contained a low percentage of missing
variables, such as the age of the practitioner, the mean value was computed
from available cases and was used to replace the missing data values for the

remaining cases.
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Method of treating missing feature values as special values.

For categorical variables that contained a low percentage of missing variables,
such as the insurer group model and SEIFA 2016 factors, the missing

variables were treated as new values.
4.6 Inaccuracies

After careful quality inspection of the data, we eliminated the values of
discharge age, readmission within 28 days, readmission days, readmission
option, height and weight, as these variables were identified as having

formulation problems, making their calculations inaccurate.
4.7 Descriptive data

While descriptive data is important for the team to understand the data, these
variables were not important for modelling purposes and were therefore
excluded: fund DRG description, CMBS description 1, CMBS description 2,
CMBS description 3, CMBS description 4, CMBS description 5, CMBS
description 6, CMBS description 7, CMBS description 8, CMBS description
9, CMBS description 10, principal diagnosis description, principal coding
onset code description, diagnosis coding onset code description 2, diagnosis
coding onset code description 3, diagnosis coding onset code description 4,
diagnosis coding onset code description 5, diagnosis coding onset code
description 6, diagnosis coding onset code description 7, diagnosis coding
onset code description 8, diagnosis coding onset code description 9,
diagnosis coding onset code description 10, and principal procedure

description.
4.8 Insurance claim data

Our primary objective is to develop a model that can be employed in hospital
settings to support data-driven discharge interventions to mitigate the risks
of hospital readmissions. Thus, we excluded insurance claims data, which
could take several weeks to process, as our models requires data that is
available during the inpatient stay or at the time of discharge. The variables
that fall into this category are the following: fund DRG code, principal
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diagnosis code, diagnosis code 2, diagnosis code 3, diagnosis code 4,
diagnosis code 5, diagnosis code 6, diagnosis code 7, diagnosis code 8,
diagnosis code 9, diagnosis code 10, principal procedure code, procedure
code 2, procedure code 3, procedure code 4, procedure code 5, procedure
code 6, procedure code 7, procedure code 8, procedure code 9, and

procedure code 10.
4.9 Redundant data

The following variables overlap with other relevant factors and were
therefore excluded: discharge destination, Local Government Areas (LGA)
code, discharge patient classification, ICU hours, discharge doctor clinical
institute, reference to doctor clinical institute, principal procedural doctor
clinical institute, CMBS code 2, CMBS code 3, CMBS code 4, CMBS code 5,
CMBS code 6, CMBS code 7, CMBS code 8, CMBS code 9, and CMBS code
10.

4.10 Feature construction/Transformation

Based on our previous experience, the discovery of meaningful features
contributes to a better understanding of the underlying causes of
readmissions. Thus, after another extensive consultation process with the
Clinical Outcomes and Analytics team, the Chair of Health Information
Management for a not for profit tertiary healthcare organisation and external
consultants, the following features were derived and/or transformed:
admission patient, insurer identifier grouping, marital status, language, age of
admitting doctor, age of discharge doctor, age of procedural doctor, age of
anaesthetic doctor, indicator of emergency admission, number of emergency
procedures, number of procedure codes used, admission month, admission
year, discharge year, discharge month, patient age at discharge, number of

previous admissions, and number of previous readmissions within 180 days.
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4.11 Normalization

As part of our normalization process, we performed discretization on some
continuous variables, such as previous readmissions within 180 days. We also
attempted to normalize the remaining continuous variables; however, this
approach did not improve modelling performance. Therefore, we did not

normalize continuous variables in the final dataset.
4.12 De-identification

A crypto-graphical hash function was applied to the following sensitive
variables: patient identification, episode identification, insurer group, doctor
identification, and patient date of birth. The variables were internally
serialized, and we implemented a cyclic redundancy check (CRC) hash
function algorithm to compute a compact digest of the serialized object.

5 Patients

To develop a robust risk prediction model, a number of records were
removed based on characteristics related to the episode of care. These
records were removed to ensure that their inclusion in the modelling dataset
did not reduce the robustness of the risk prediction model. These trimmed

records generally fell into one of three categories.

The first category included episodes that were considered to be outliers, as their
inclusion would disproportionately skew the risk prediction model. These
episodes included the following:

e The number of wards for patients that had visited more than four wards;

e The number of anaesthetic doctors for patients with more than three
anaesthetic doctors;

e Patients with negative lengths of stay or lengths of stay greater than 41
days for a single episode;

e Patients that spent more than 300 minutes in the operating theatre;

e DPatients that visited more than 7 operating theatres for a single episode;

e Patients over 100 years old; and
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e  DPatients that have visited A not for profit tertiary healthcare organisation
more than 95 times.

The total number of episodes considered to be outliers represented 5% of the
dataset.

The second category included episodes that were removed on the advice of the
Clinical Outcomes and Analytics team, as having admission characteristics could
not lead to readmission or being generally unrepresentative for the purposes of

determining the probability of readmission. This category included the following:

e Episodes related to rehabilitation health admissions in Brighton,
Richmond and the Transitional Living Centre.

The final category was related to decisions regarding which episodes were
considered out-of-scope or not representative of the patient population. These

episodes were trimmed if they included the following characteristics:

e Duplicate episodes; and

e Intersex or indeterminate patients (2 patients in the whole dataset).

6 Modelling
6.1 Feature selection

Feature subset selection is the process of identifying and removing variables
that do not have significant impacts on the risk of a particular patient being
readmitted to the hospital within 28 days of discharge. We conducted a

univariate logistic regression to identify relevant variables.
6.2 Univariate variable selection

This step identified the top-ranked attributes. For categorical variables, the
significance of the correlation between each variable and the index
readmission was determined using the likelihood ratio test (LRT), using the

p values of the fitted logistic regression. In addition, the prevalence, the chi-
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squared test and the odds ratio were also considered. For continuous
variables, the significants of the correlation between each variable and the
readmission outcome index was determined using the LRT, using the p values
of the fitted logistic regression. In addition, the odds ratio was considered.
For all variables, the response factor was the index readmission, and the
explanatory factor was the tested variable. Attributes with significance levels
of p<0.01 in the univariate analyses were retained for further analyses. In
addition, all factors and conditions with prevalence values of less than 1%
within the population of patients were excluded from further analyses. The
following features were excluded at this stage: ICU days, language v1,
language v2, discharge method, admission shift, urgency of admission,
discharge month, admission month, discharge day, unplanned theatre visit
during episode, admission day, robot use and same-day or overnight stay

indicator.

At this stage, the socioeconomic attribute (Decile Index of Relative Socio-
economic Advantage and Disadvantage IRSAD) that most correlated with
the index readmission outcome was selected among the following eight
variables: Rank IRSAD, Rank Index of Education and Occupation (IEO),
Rank Index of Relative Socio-economic Disadvantage (IRSD), Rank Index
of Economic Resources (IER), Decile IRSAD, Decile IEO, Decile IRSD and
Decile TER, based on the lowest univariate AIC value.

6.3 Correlated variables

Correlation coefficients were obtained among all of the continuous variables
A consultation process with the Clinical Outcomes and Analytics team was
undertaken to select the most representative variables among heavily
correlated variables (<0.30).

e The total number of beds and the total number of wards exhibited a
correlation of 0.83. The total number of wards was selected.

e The total number of anaesthetic doctors and the total number of
procedure doctors exhibited a correlation of 0.38. The total number

of anaesthetic doctors was selected.
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e The length of stay and the total number of procedure doctors
exhibited a correlation of 0.31. The length of stay was selected.

e The total number of procedures codes and the total number of
procedure doctors exhibited a correlation of 0.78. The total number
of procedures codes was selected.

e The length of stay and the total number of beds exhibit a correlation
of 0.30. The length of stay was selected.

e The admitting doctor age and the discharge doctor age exhibit a
correlation of 0.99. The discharge doctor age was selected.

Variables related to the admitting doctor and the discharge doctor were
heavily correlated; thus, it was decided that variables related to the discharge

doctor should be retained for further analyses.
6.4 Training, testing and validation datasets

A training dataset composed of 80% of the total sample was used to train the
models. A validation dataset composed of 20% of the total sample data was
used for the unbiased evaluation of suitable models. A testing dataset
composed of 10% of the total sample data was used to provide an unbiased
evaluation of a final model fit to ensure that the model did not overfit the
data.

We ensured that the three datasets followed the same probability

distributions among key variables, such as the index readmission.
6.5 Unbalance Dataset

For machine learning problems, differences in prior class probabilities and
class imbalances have been reported to hinder the performance of
classification algorithms. To account for these potential issues, we tested
several resampling techniques, such as under-sampling the majority (normal)
class, over-sampling the minority (abnormal) class, random over-sampling
examples (ROSE), and synthetic minority oversampling (SMOTE), which
have previously been proposed to address class imbalance problems, and

compared their effectiveness. The performance of these techniques was
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measure by the receiver operating characteristic curve (ROC) method. In
previous studies, the results obtained by using similar methods on artificial

domains have been linked to the results obtained in real-wotrld domains.
6.6 Classification algorithms

Initially, we experimented with several classic and modern classifiers,
including logistic regression, elastic net and random forests. In each case, a

5-fold cross validation was performed.
7 Discussion and Conclusions

This exploratory study served to identify key steps when analysing large
healthcare data sets including: defining the index, managing imbalanced data
using various techniques and yet achieving a reasonable ROC and assessing
various classification algorithms. Crucial insights include the need to focus
on index so as to assess ahead of time likelihood of readmission, gender did

not play a key role but being alone at home did appear to have an impact.

There were also aspects that might be addressed due to more focussed patient
education in some procedures so that bleeding/pain does not automatically mean

the need to return to hospital or the emergency department.

While it is exploratory in nature, this study has several contributions to both
theory and practice. As noted above we have been able to provide insights into
strategies to adopt in order to develop reasonably reliable predictive models using
unbalanced data as well as assess the merits of different classification algorithms
in the context of data analytics in healthcare. From the petspective of practice,
given that today private healthcare organisations in Australia are facing increasing
pressures around reducing unplanned readmissions, a necessary first step is to be
able to develop robust strategies to best predict likely readmissions at the time of
the initial admission and then implement appropriate risk mitigation strategies to
avoid the likely unplanned readmissions. Our results have enabled us to progress
with this approach for the specific healthcare organisations data and patient
population; however, we believe are findings have wider implications and
benefits given the move to value-based care in many healthcare systems globally

and thereby the need to manage problematic unplanned readmissions in a
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systematic and critical fashion. To date, while the need for data analysis, machine
learning and deep leaning in the context of healthcare is recognised as important,
key findings, algorithms, models and solutions are still not well developed. This
study has served to try to assist in this regard. The developed models will now be
tested in a large not for profit tertiary healthcare organisation to assess their

predictive powers.
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1 Introduction

The digital society is driven by Information Technology (IT) based
transformations in social organization and structure. This shift can be illustrated
e.g. by the steadily increasing access to the internet for an ever-increasing number
of people as well as by the ongoing implementation of web-based technologies
into our lives. In 2018, about 55% of the current world population had access to
the World Wide Web (Statista, 2018). In the workplace the use of digital
technologies is also increasing, at the same time the employers expect the
employees to have several skills, among them digital skills and competencies. As
a result, these ongoing technological and social changes force universities to
respond to new accrued challenges by introducing new study programs, realizing
content modifications as well as incorporating new research focus into their
portfolio. Nevertheless, according to the official data of European Commission,
almost 50% of the human population have insufficient digital competencies
(European Commission, 2014). Therefore, not only the industry sector but also
the students have advanced requirements on the curriculum content and design.
These challenges inevitable require modifications with regard to the educational
structure, the learning environment and the whole business models which

universities constitute in general.

The higher education (HE) paradigm shift driven by political and social
requirements leads to the emergence of reconceptualization of the teaching and
research process. In this regard, higher education institutions (HEISs) are faced
with requirements of several stakeholders like government, industry and
students. The Bologna-Process, for instance, intends the establishment of
homogeneous European HE standards (BMBF, 2018). Furthermore, students
have expectations of the curriculum to be as individual as possible and to be
flexible concerning time and location. The industry sector expects future
employees to have certain competencies, which should have been taught by the
university previously. Finally, HEIs also have standards they want to keep, so
compromises need to be made. To understand how such compromises can look
like and how future curriculum and learning environment can be designed a
foundation should be created. As a first step, we suggest looking at the
interrelationships between the stakeholders by using the ecosystem approach, as
it examines the different components of an interacting system separately as well

as the dynamic interactions between them. Because an ecosystem is an open
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boundary system, it allows adding further components or processes and

therefore is well suited to represent the relations in the educational context.

The objective of the article is to provide an overview of the interrelationships of
the stakeholder within the ecosystem and to develop a definition of the term
“educational ecosystem”, which contains all involved parties and necessary
aspects. Therefore, the following research questions were developed: Which
relationships exist between the stakeholders within the educational ecosystem?
Is there a common understanding of the term “ecosystem” in the educational

context?

This article is structured as follows: first, we specify the methodology by defining
the review scope, which is based on the taxonomy of Cooper (1988).
Subsequently, we layout the concept of a quadruple helix model in conformity
with the ecosystem approach. We complete the chapter with a detailed
documentation of the literature review. Further, we present and discuss the
analysis and synthesis of the regarded literature. We finally finish the article with

a conclusion and suggestions for further research.
2 Methodology

In this section the review scope of the literature review is defined and the
conceptualization of the article is constructed followed by a detailed description

of the literature search process.
2.1 Review Scope

In order to explore the recent research field on the term of educational
ecosystems, a structured literature review was conducted. To achieve maximum
transparency, the review was related to the guideline for literature reviews by vom
Brocke et al. (2009). The individual steps lead to a systematically procedure,

which is presented in the following,.

The taxonomy of Cooper was applied to define the scope of a literature review
(Cooper, 1988). As shown in the taxonomy (Figure 1), the study’s review scope
focuses on the research outcomes, as the recent contributions according to the

research focus will be considered and analysed to serve as a basis for an own
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definition of educational ecosystem. The goals are firstly to synthesize past
literature, which is related to common issues, and secondly to identify central
issues to the field of educational ecosystem. The neutral perspective shall enable
a representative coverage focused on peer reviewed journals and selected
conferences, which are important in the subject of information systems (IS)
research. The present literature results are organized in a conceptual way. The

audience addressed by the review consists of general scholars as well as

practitioners.
Characteristic Categories
focus research research theories practices or
outcomes methods applications
goal integration | criticism | identification of central issues
perspective neutral representation espousal of position
coverage exhaustive exhaustive representative | central or pivotal
with selective
citation
organization | historical | conceptual | methodological
Audience Specialized General Practitioners | General public
scholars scholars or policy
makers
Figure 1: Taxonomy of the recent article (Cooper, 1988)
2.2 Conceptualization

The classic role of the university was extended to the third mission, which is
about breaking boundaries of internal organizational actions. The third mission
approach describes all societal interactions with the environment (Wiirmseer,
2016) consisting of all the external influences. In this regard, external influences
can be other stakeholders, e.g. politicians, companies and individuals, as they also
affect the teaching design and learning content. To understand and to map the
relationships and interdependences between the stakeholders, we suggest the
ecosystem approach, as it examines the different components of an interacting
system separately as well as the dynamic interactions between them. Because an
ecosystem is an open boundary system, it allows adding further components or
processes and therefore has an appropriate design for the educational treatment.
To make sure that an ecosystem can represent the required aspects, we want to

look at existing definitions of an ecosystem first.
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The term ecosystem originally refers to the ecological research field. The
traditional term and concept were originally proposed by the English botanist
Arthur Tansley, who describes it as “@ particular category among the physical systems
that matke up the universe. In an ecosystem the organisms and the inorganic factors alike are
components which are in relatively stable dynamic equilibrium” (Tansley, 1935). Whereas
Adner defines an ecosystem as the “the alignment structure of the multilateral set of partners
that need to interact in order for a focal value proposition to materialize” (Adner, 2017).

Pearce and McCoy describe the term “educational ecosystem” as the intersection
of the domains education/learning, research/discovery and
outreach/engagement, “where assets and interests of all stakeholders (faculty,
students, industry, community) combine to achieve synergistic results that benefit
all” (Pearce & McCoy, 2007). Chen et al. focus on an education ecosystem in the
context of big data, which “can be represented as educational conformity of
resources, user precise localization, educational flexible cooperation, novel
service mode, data value excavation and complicated educational environment”
(Chen, Zhang, Huang, & Chen, 2016). As the definitions differ in their content,
we develop a more general definition based on the findings of this literature

review.

Based on the previous findings we suggest the following definition: “educational
ecosystem is an interactional system of an educational community, its environment and
stakeholders (university, government, industry and students) as well as the interdependency and

mutnal requirements of the stakeholders.”

According to previous explanations regarding the ecosystem concept, the
conceptualization of the article leans on a model, which represents the
stakeholders and their relationships in the educational context. The concept of
the triple helix was initiated by Etzkowitz and Levdesdorff and concentrates on
the relationships between university, industry and government (1998). Caraynnis
and Campbell suggest a quadruple Helix model by developing the forth helix
identified as the media- and culture-based public (2009). Following the recent
knowledge of Carayannis et al. (2018) the conceptualization is constructed
twofold, it combines the ecosystem approach and the quadruple/quintuple Helix
approach. The fourth helix has been modified into the term “students” as shown

in figure 2 in order to serve as a suitable basis for the structure, as in the
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educational context we solely regard the education consumer. We added the
learning environment in the middle of the helixes because of the interaction of
the stakeholders, as it is of great importance to get an insight view of possible

future curricula design.

' Learning
environment |

Figure 2: Conceptualization as a quintuple helix model in an ecosystem context

The configuration is alluded on the “balanced” configuration presented by
Etzkowitz and Ranga (2013). In accordance to the authors, this configuration
allows the most important insights for innovation as all stakeholders act in
partnership and create favourable environment for innovation, which here
represents the novel education program. Each helix implies requirements of the
respective part, whereas the overlapping part in the middle represents the
learning environment, where all parts exert influence regarding content and the

environment. The single components are characterized as follows:

1. The government implies guidelines and policies, like e.g. legal
conditions, university law, and data protection law. The helix also
includes requirements regarding the innovation, such internalization,
HE reforms, e.g. Bologna-Reform, and research and knowledge transfer.

2. 'The industry sector implies requirements of the employers on future
employees with respect to expected qualifications and competencies,
which are changing over time.

3. The students sector represents the requirements of education consumert.
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4. 'The university is the place, where all the requirements come together
and must be transformed into curriculum, simultaneously trying to
satisfy the needs of every part.

5. The overlapping part in the middle of the four helixes represents the
learning environment, where all parts exert influence regarding content

and the environment.
2.3 Literature search process

According to the conceptualization above, the keywords were defined and
combined to a full search term: ((“higher education” OR “third mission” OR “e-
learning”) AND ecosystem) OR (“education* ecosystem”)).

The combination of the terms “higher education” and “ecosystem”, as well as
“educational ecosystem” are the main search phrases. Third mission implicates
activities of HEIs, which exceed the traditional areas of responsibility research
and teaching (Henke & Schmid, 2017). and is about augmenting the knowledge
with societal practice knowledge, creating transdisciplinary research fields
(Schneidewind, 2016). The term “e-learning” is taken into consideration in order
to find out, whether the cooperation of the different stakeholders within the
learning field represents a research focus or not and to examine how the future

learning environment is influenced by the different parties.

In order to cover all relevant sources in the field of IS different databases are
taken into account. Following search fields were limited in Ebscohost database:
Applied Science & Technology Source, Business Source Ultimate, EconLit with
Full Text, Library, and Information Science & Technology Abstracts. Further
quality assurance was made by only considering peer-reviewed literature in the
period from 01.01.2015 to 31.12.2018. The Association for Computing
Machinery (ACM) Digital Library also refers to the field of computing and

information technology and was searched under the same restrictions.

Conferences play an important role in the IS field, according to this the Institute
of Electrical and IEEE Xplore Digital Library and Association for IS (AIS)
Digital Library were explored. As Hawaii International Conference on System
Sciences (HICCS) articles are not listed in the described databases after 2017, the

proceedings on the website were separately taken into account. As the search
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options do not allow simultaneously searching of all terms, they were searched
individually and the results were proofed for redundancy. Table 1 below shows
the results of considered databases.

Table 1: Results of the literature search

Result all Results title |Results Results full
Database

fields abstract text
Ebscohost 105 17 10
AlSeLibrary |57 15 2 0
ACM Digital 5 15 10 6
Library
IEEE Digital 55 21 13 7
Library
HICSS 14 6 3 2
Wirtschaftsin
formatik(WI) |3 1 1 0
conference
Total 337 75 39 22

The column “result all fields” shows the number of results in total after making
search limitations. In the next step, all titles were regarded and articles sorted out
due to topic relevance. Subsequently the abstracts of the remaining articles were
perused. Finally, 22 articles were read. Worth mentioning is the fact, that many
articles were sorted out, as the term “ecosystem” was only represented in the
abstract. In the next chapter, the found articles are structured according the

previous determined conceptualization.
3 Analysis and Discussion
Y

This section presents the findings of the previous literature search, which are
categorized as shown in table 2: first the single relationships (university-industry,
university-government, university-students) are taken into account followed by
insights concerning learning environment. The second part deals with triple and

quadruple helix relationships.
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Table 2: Concept matrix
§ g g
=l e | 5|28
2 3 9 g .2
= 8 E 2 gz
T O = A — o
Triple helix 9
Quadruple helix 10
(Barokas and Barth 2018) X X
(Rustam and van der Weide 2016) X X
(Vorvoreanu et al. 2015) X X
(Juvonen and Kurvinen 2017) X X
(Hajikhani et al. 2018) X X X
(Moreira et al. 2017) X X
(Mulhanga et al. 2016) X X
(Garcia-Penalvo et al. 2015) X X X
(Sein-Echaluce et al. 2015) X
(Ortega-Mohedano and Rodriguez-Conde 2018) X X
(Marques et al. 2015) X
(Birkner et al. 2017) X X
(Sicilia et al. 2018) x| | «x x
(Miller et al. 2016) X
(Bazhal 2015) X
(Chen et al. 2016) X X
(Rothe and Steier 2017) X X X X
(Galan-Muros et al. 2017) X X
(Amorim Silva and Braga 2018) X X
(Donald et al. 2018) X
(Miller et al. 2018) X
34 Single relationships of the stakeholders and learning environment

Barokas and Barth start by introducing the original term of ecosystem (2018).
The projects pursue the objective of a tight cooperation between the educational
and industrial sector, which results in academic courses, a training course for high
school teachers and a course, developed by industry to train purposes. Based on
the findings, the authors provide guidelines for creating future educational
ecosystems and develop prerequisites for these. Juvonen and Kurvinen also focus
on university-business collaboration by proposing collaboration with start-ups

and small and medium enterprises, fostering learning through real business cases.
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Thereby companies can directly participate via education activities or shared
customer projects, and be used as trainers, sources of projects and tasks and as
employers during students practice training (Juvonen & Kurvinen, 2018).
Hajikhani et al. distinguish platforms and ecosystems and describe their
similarities such as interdependence and network effects. Further, they present a
platform as a “focal factor” within the ecosystem, which increases the system
value by increasing number of participants and derived necessary conditions for
such cooperation. The platform shall support the multi-disciplinary discovery
relationships and explore the positive impact of innovative use of
communication technologies on human experience (Hajikhani, Russell,
Alexanyan, Young, & Wilmot, 2018). In order to explore the perceptions
concerning the importance of digital competences and teaching progress in
HEISs, Sicilia et al. conduct a study. According to other studies on digital
competences the authors point out that the measurement of achieved level on
digital skills is still insufficient from the employers view. The HEI focus group
stresses that there is a lack of a systematic curricular approach on digital
competences. In this regard, situated learning, which takes place in the context
of real setting, plays an important role. So an approach with workplace is needed
to develop a systematic training in the curriculum. Rothe and Steier present
Udacity as a case study and example of collaboration between business and
students, where MOOC platforms with lectures from private companies disrupt
boundaries of conventional education (2017). The cooperation between the
educational and industrial sector is of high importance, as it allows the students
to encounter and to confront concerns, which are relevant in practice. Such
cooperation is profitable for both parts, as the industry sector, as the future
employer, can influence the teaching content to form their future employees.
Students can gain industrial experience via internships and be more prepared
before starting their careers. In keeping with Sicilia et al. universities should
invest more in teaching digital competences, due to an increasing demand by
industry. The platform concept proposed by Hajikhani et al. (2018)can serve as
a suitable medium to facilitate knowledge transfer and knowledge sharing,

Even the university-government cooperation is not treated extensive, Mulhanga
et al. point out some important issues concerning the government role in the
ecosystem. Of particular note are the government strategies for science and their
implementations, financial resources as well as national and international science

developing programs (Mulhanga, Lima, & Massingue, 2016). Since there are
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many political pressure and structure guidelines the university has to comply; the
government should also be regarded as an important stakeholder within the

educational ecosystem.

The article of Garcia-Pefialvo et al. deals with the integration of students into the
creation process of learning environments. Having an individual learning
environment, students can use tools, which are more suitable for them and they
can learn independent of the institutional location or period of time (Garcia-
Pefalvo et al,, 2015). In this regard, the authors utter that the current learning
management system (LMS) as only part of the educational and technological
innovation strategy is not valid any more, since the limitations are almost known
and seem not to be attractive for the user. Learning analytics is necessary to foster
the adaptive knowledge management systems. Hereby, adaptability can e.g. be
accumulated with gamification aspects to engage the students in the learning
process. In order to solve the problem, the authors propose the technological
learning ecosystem as a framework, which supports renewed educational
processes and must comply with the knowledge management strategy and
contain a series of interoperable key elements (Garcia-Pefialvo et al., 2015). Based
on a literature study, Ortega-Mohedano and Rodriges-Conde define education as
a service in economical context considering students as clients, who are
participated in the production (co-producer). Amorim Silva and Braga design a
“system of systems” to support the interaction between the core elements of an
educational Internet of Everything ecosystem (Amorim Silva & Braga, 2018).
There is an agreement in the recent research concerning necessity to involve the
user in the production process, as students have to participate in the construction
of their learning environment. Gamification aspects can be used to foster the
perception of progress. The data about the preferences and learning habits of the
students in turn can be used to improve the curriculum. Insofar, the students
represent an indispensable component in the educational ecosystem, as they shall
participate in the design of the learning environment. Consistent with the third
mission approach, the university has to open boundaries and cooperate with the
other stakeholders to improve the study offer and the quality of the curriculum

thus strengthens the competitiveness.

Taking for granted the phenomenon of the transformation to a digital society, in
particular e-learning was examined in the ecosystem context. The majority of the

articles examine the digital learning environment, e.g. in the form of MOOC:s.
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Rustam and van der Weide propose an I'T platform, where courses from different
universities and MOOCs are jointed together with the goal to offer suitable
courses for students independent of the physical location of the university.
Furthermore in this way, universities can share their knowledge country-wide,
which still can be controlled by the government (Rustam & van der Weide, 2016).
Garcia-Pefialvo et al. also emphasize the importance of the possibility to learn
independent of the institutional location or period of time. As mentioned in the
prior section, the authors propose the use of learning analytics to improve
adaptive knowledge management systems (Garcia-Pefialvo et al., 2015). Moreira
et al. underline the importance of using data from online courses, social platforms
and other LMS in order to improve teaching and implement adaptive teaching
(Moreira, Gongalves, Martins, Branco, & Au-Yong-Oliveira, 2017). Keeping it
with the previous authors, Sein-Echaluce et al. also examine adaptive learning at
HE, particulatly the adaptivity in MOOCs and moodle courses regarding the
adjustment of teams, which perform work . Finally, Rothe and Steier claim that
MOOC platforms are about to disrupt university boundaries and may pose a risk
for HEIs (2017).

3.2 Triple helix and quadruple helix relationships

The articles from Bazhal and Marques et al. deal with the cooperation and
interaction between HEIs, government and business. Bazhal uses the triple helix
model to improve the development of innovation activities in an Ukrainian
university (Bazhal, 2015) whereas Marques et al. focus on creating synergies
between the stakeholders in an entrepreneurial context. The authors emphasize
that HEIs play an important role in developing student skills in order to promote
their employability. They also stress that the enterprises by collaborating with
HEIs maximize the development of their employees, increase the competitive
advantage, and introduce a project to point out the importance of non-formal
and informal entreprencurial learning in the academic context in Portugal
(Marques, Moreira, & Ramos, 2015).

McAdam et al. consider university incubation models in the quadruple helix
context. University incubation can be seen as an interactive process, which shall
integrate mentoring and knowledge exchange between the stakeholders (2016).
In keeping with Carayannis and Rakhmatullin (2014), the authors suggest an

extension of the triple helix model by introducing innovation users as a forth
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helix. Miller et al. define the fourth helix in form of the “societal based innovation
users”, as further stakeholder with committed involvement, participation and
influence throughout the university technology transfer (UTT) process (2018).
In this regard following aspects could be identified as relevant: paying attention
to tensions between the wvarious stakeholders, developing stakeholder
relationships, the “soft infrastructures” like networking, knowledge transfer; the
difficulties in UTT performance measurements; the need of an open
organizational structure, which allows knowledge transfer and exchange. Birkner
et al. also expand the triple helix model with a further helix underlining the role
of the civil society and fifth helix emphasizing the ecological aspect. The authors
utter that universities are permanently under pressure by involved parties for
satisfying their needs and demands. On the one hand, the universities seem to
adopt a third mission apart from research and education and on the other hand,
universities benefit from the cooperation, as industrial research leads the way for
academic research. Insofar it is possible to adjust the learning materials
beforehand to meet the demands of industry (Birkner, Mahr, & Berkes, 2017).
Donald et al. examine students’ perception of benefits from HE on future
employability as well as the perception of future university and careers
preparedness for entering the global labor market. Therefore, the authors
examine the perceived use of career services. Findings are: perceived
employability improvement and life aspirations due to HE, benefits highlighted
were personal development, future career and life aspiration. Lecturers could be
identified as key players providing career advice; a need for greater collaboration
between universities and employers was also identified. Therefore, the authors
constructed a career advised model to show the complexity and interrelations
between stakeholders. Furthermore, the authors found out that it is important
for the government to work together with organizations in order to address the

market requirements and create new jobs (Donald, Ashleigh, & Baruch, 2018).

The literature review shows that a general definition of the term “ecosystem” in
the educational context does not exist, even though the term is used in this
research field. Pilinkiené and Maciulis compare different ecosystem analogies in
the economical context (2014). The authors identify several analogies e.g.
“industrial ecosystem” or “innovation ecosystem” and others, but the analogy of
“educational ecosystem” is missing. Regarding this point, the literature review
reveals the necessity for an ecosystem definition in the educational context.

Therefore we suggest the following ecosystem definition based on the insights
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of the articles: an ecosystem is an interactional system of an educational community, its
environment and stakeholders (university, government, industry and students) as well as the
interdependency and mutual requirements of the stakeholders.

The discussed dependences show that just considering the triple helix
relationship is insufficient. At least the stakeholders of the quadruple helix and
their relationships should be taken into account in educational context. The
quadruple helix perspective shows that an open organization structure is needed
to allow knowledge exchange and knowledge sharing between the stakeholders.
The second important point is the necessity of adaptive aspects by designing the
learning environment (adaptive gamification, adaptive knowledge management
system, etc.). In this regard, the initial conceptualization needs to be extended to
these important characteristics “knowledge transfer” and “adaptivity” (Figure 3).
The arrows in figure 3 represent the ongoing interaction between the
stakeholders, which builds the fundament for the knowledge transfer and
possibility to adapt new content. The dashed line represents the open blundered

environment, which allows extending the model with new components.

Industry

Knowledge transfer |

Government
Learning

environment

Adaptivity

‘I

Figure 3: Modified conceptualization

By means of the literature review the learning environment could be augmented
with two important processes which need to be taken into account by
constructing novel curriculum designs. Adaptivity shall improve the efficiency of

educational ecosystems, where social and technical aspects come together. Based



M. Karalash & U. Baumol: Stakeholder Relationships within Educational Ecosystenss — a

Literature Review 117

on the different backgrounds, abilities and habits of the students adaptive
mechanisms can provide personalized features of the curriculum design
(Motrison, Balasubramaniam, & Falkner, 2008). Optimizing knowledge transfer
strategies between the stakeholders but also within universities can lead to

improvements in knowledge involved processes.
4 Conclusion and further research

With the literature review we examined the relationships between the
stakeholders of the quadruple helix model and whether there is a common
understanding of the term “educational ecosystem” in the field of IS. The analysis
shows that mostly single relationships between two stakeholders are regarded.
Only in the quadruple helix perspective, all four parties are considered together.
Relationships between the university and the industry are e.g. the technology
transfer from the university on the one hand and coaching from industry
practitioners or the possibility for internships, on the other hand. The
relationship between the university and the government is characterized by legal
guidelines and international research partnerships. Finally, comprehensive
teaching and research identify the university-students relationship. However, all
relationships have the necessity of knowledge transfer in common otherwise no
relationship could exist. In addition, we could identify “adaptivity” as an
important aspect for developing the learning environment. Therefore, the initial

conceptualization was modified and extended with these findings.

Furthermore, the results show that even if the regarded articles include the term
“ecosystem” in the abstract or full text, mostly neither the definition of
ecosystem was introduced nor the approach has been consistently pursued.
Although the ecosystem approach seems to be well suited to map the
relationships between the stakeholders of the ecosystem and its environment, the
use of the approach is insufficient in this research field. In conclusion, we suggest
a definition of “educational ecosystem”, which in our opinion can serve as a

fundament for further research.

With regard to the limitations of this approach, we firstly have to mention that
the literature search was limited towards articles, which deal with education in
the context of ecosystem, by excluding all of them, which do not contain the

term “ecosystem”. Therefore, it is possible that there are articles describing the
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relationships between the previously mentioned stakeholders, which were not
taken into account. Secondly, we use the term “e-learning” to examine possible
future learning environment(s) without considering other learning alternatives as
we claim that traditional learning becomes less important in the future of digital

society.

Future research in the context of educational ecosystems should focus on cleatly
defining the stakeholders of the ecosystem and their interrelationships.
Therefore, an ontology could be constructed. Such an ontology can be seen as a
specification of an abstract worldview describing and defining the elements of a
particular area and their relations (Dong & Hussain, 2007). Another important
research focus should be the examination of knowledge sharing and knowledge
transfer since there is a flood of information, which has to be managed between
the stakeholders and within the particular environments. Furthermore, the
integration of adaptivity aspects in the learning environment can be analysed
from a socio-technical system perspective. Finally, in the next step a

comprehensive educational ecosystem can be modelled.
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1 Introduction

During the eatly decades of administrative computing, roughly 1950-1980,
personal data was collected for a purpose, used for that purpose, and confined
to 'silos'. Oaly in particular circumstances did it escape beyond its original
context, and become subjected to 're-purposing', and combination with data
from other sources. From the 1970s onwards, however, thete was growth in the
financial services sector's shatring of data about consumers' creditworthiness

(Furletti 2002), and in data matching by government agencies (Clarke 1994c).

Over the last few decades, these, initially exceptional, secondary uses of personal
data have changed from a dribble to a haemorrhage, supported by advances in
the technical capabilities necessary to handle large volumes of data. The notions
of 'data warehousing' (Inmon 1992) and 'data mining' (Fayyad et al. 1990)
emerged. After early disappointments, these ideas have recently resurged with

the new marketing tags of 'big data', 'open data’, 'data analytics' and 'data science'.

During the early decades of data protection law, the fundamental principle was
that use and disclosure beyond the original purpose of collection had to be based
on consent or authority of law (OECD Use Limitation Principle, OECD 1980).
The protection that this Principle was meant to afford has since been torn

asunder by exemptions, exceptions and long lists of legal authorisations.

In this paper, the short-form term 'expropriation' is adopted to refer to the kinds
of secondary use that ate common with big data / open data. These enthusiastic
movements are based on the application of data for purposes beyond the aims
for which it was collected and is authorised by the individual to be used.

In the public sector, governments around the world appear to have been inspired
by the openness of Danish agencies' databases to secondary uses (e.g. Thygesen
et al. 2011). A practice is becoming more widespread in which all personal data
that is gathered by government agencies, in many cases under compulsion, is
regarded as the property of the State and "a strategic national resource that holds
considerable value" (AG 2015). The whole of government is treated as a

monolith — thereby breaching the 'data silo' protection mechanism.

In Australia, for example, the Australian Institute of Health and Welfare (AIHW)

has pillaged data-sources across the healthcare sectors at national and state and
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territory levels, and made rich sub-sets available to large numbers of researchers.
Further, the Australian Bureau of Statistics (ABS) has a multi-agency data
integration program (MADIP) in train with a range of "partner' agencies. This
extracts data gathered for specific administrative purposes and enables its analysis
for a wide range of purposes. A great many other such projects are being
conducted and proposed under the big data and open data mantras. Justifications
for the abuses of data in government and in health-related research emphasise

collectivism and de-value individualism.

The private sector is piggybacking on the 'open data' notion (e.g. Deloitte 2012).
Corporations are encouraged by governments to treat data about individuals as
an exploitable asset, irrespective of its origins, sensitivity and re-identifiability.
Assertions of business value, and that such activities are good for the economy,

are treated as being of greater importance than human values.

In both sectors, proponents and practitioners make the assumption that such
projects are capable of delivering significant benefits, even though tha data has
been wrenched far beyond its original context, has been merged with other data
with little attention paid to incompatibilities of meaning and quality, and has been
analysed for purposes very different from those for which it was collected.
Limited attention is paid to data quality audit and even less to testing of the
inferences drawn from such data-collections against real-world patterns (Clarke
2016b). Considerable scepticism is necessary about the real effectiveness and

social value of these activities.

The doubts extend beyond the activities' justification to the negative impacts on
the individuals whose data is expropriated. Proponents of big data do not object
to replacing identifiers with pseudonyms; but they do not welcome
comprehensive privacy protection: "it is difficult to ensute the dataset does not
allow subsequent re-identification of individuals, but ... it is also difficult to de-
identify datasets without introducing bias into those sets that can lead to sputious
results" (Angiuli et al. 2015). Significantly for the argument pursued in this paper,
the position adopted by big-data proponents is that the interests of the
individuals to whom the expropriated data relates are secondary, and that such
procedures as are applied to reduce the risk of harm to individuals' privacy must

be at limited cost to its utility for organisations.



32ND BLED ECONFERENCE

124 i -
HUMANIZING TECHNOLOGY FOR A SUSTAINABLE SOCIETY, CONFERENCE PROCEEDINGS

Examples of the claim for supremacy of the data-utility value over the privacy
value abound. For example, "we undetline the necessity of an appropriate
research exemption from consent for the use of sensitive personal data in medical
research ..." (Mostert et al. 2016, emphasis added) More generally, "We develop
a method that allows the release of [individually identifiable microdata] while
minimizing information loss and, at the same time, providing a degree of
preventive protection to the data subjects" (Garfinkel et al. 2007, p.23, emphasis
added).

The theme for the Bled conference in 2019 is 'Humanising Technology for a
Sustainable Society'. This paper addresses that theme by proposing a switch back
from the asserted supremacy of data utility to recognition of the primacy of the
human right of privacy. It is not argued that data utility should be ignored. The
proposition is that, when preparing personal data for disclosure and use beyond
its original context, the appropriate value to adopt as the objective is privacy
protection. The retention of such utility as the data may have for other purposes
is not the objective. It remains, however, an important factor to be considered
in the choice among alternative ways of ensuring that harm is precluded from

arising from re-identification of the data.

The paper commences with a summary of privacy concerns arising from the
expropriation of personal data and its use and disclosure for purposes far beyond
the context within which it was collected. The notions of identification, de-
identification and re-identification are outlined, and conventional techniques
described. This builds on a long seties of prior research projects by the author.
De-identification is shown to be a seriously inadequate privacy-protection
measure. Two appropriate approaches are identified: synthetic data, and Known
Irreversible Record Falsification (KIRF).

The papet's contributions are the review of de-identification measures from the
perspective of the affected individuals rather than of the expropriating parties,
and the specification of falsification as a necessary criterion for plundered data-

sets.
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2 The Vital Role of Data Privacy

Privacy is a pivotal value, reflected in a dozen Articles of the International
Covenant on Civil and Political Rights (ICCPR 1966). It underpins many of the
rights that are vital constituents of freedom. Fuller discussion is in Clarke (2014c).
Philosophical analyses of privacy are often based on such precepts as human
dignity, integrity, individual autonomy and self-determination, and commonly
slide into conflicts between the moral and legal notions of 'rights'. Adding to the
confusion, legal rights vary significantly across jurisdictions. A practical working
definition is as follows (Motison 1973, Clarke 1997):

Privacy is the interest that individuals have in sustaining 'personal space', free from

interference by other people and organisations

The diversity of contexts within which privacy concerns arise is addressed by
typologies that identify dimensions or types of privacy (Clarke 1997, Finn et al.
2013, Koops et al. 2016). The dimensions of privacy of personal data and of
personal communications are directly relevant to the present topic. The term
'information privacy' is commonly used to encompass both data at rest and on

the move, and is usefully defined as follows:

Information privacy is the interest that individuals have in controlling, or at least
significantly influencing, the handling of data about themseles.

Protection of information privacy is not only important in its own right. It also
provides crucial underpinning for protections of the other three dimensions:

privacy of personal behaviour, of personal experience, and of the physical person.

Abuse of the privacy interest results in significant harm to human values. Within
communities, psychological harm and negative impacts on social cohesion are
associated with loss of control over one's life and image, loss of respect, and
devaluation of the individual. Reputational harm inflicted by the disclosure of
data about stigmatised behaviours, whether of the individual or of family-
members, reduces the pool of people prepared to stand for political office and
hence weakens the polity. Profiling, and use of data-collections to discover
behaviour-patterns and generate suspicion, lay the foundation for the repression

of behaviours that powerful organisations regard as undesirable.  This
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undermines the exposure of wasteful, corrupt and otherwise illegal activities, and
reduces the scope for creativity in economic, social, cultural and political
contexts. At any given time, a proportion of the population is at risk of being
identified and located by a person or organisation that wishes to take revenge
against them or exact retribution from them, excite mortal fear in them, or

eliminate them.

Behavioural privacy is harmed not only from unjustified collection, use and
disclosure of personal data, but also from the knowledge or suspicion that
individuals may be watched, that data may be collected, and that their activities
may be monitored. This has a 'chilling effect' on group behaviour, whereby
intentional acts by one party have a strong deterrent effect on important, positive
behaviours of some other party (Schauer 1978). This results in stultification of
social and political speech. A society in which non-conformist, inventive and
innovative behaviour are stifled risks becoming static and lacking in cultural,

economic and scientific change (Kim 2004).

Data sensitivity is relative. Firstly, it depends on the personal values of the
individual concerned, which are influenced by such factors as their cultural
context, ethnicity, lingual background, family circumstances, wealth, and political
roles. Secondly, it depends on the individual's circumstances at any particular
point in time, which affects what they want to hide, such as family history, prior
misdemeanours, interests, attitudes, life-style, assets, liabilities, or details of their

family or family life.

Various aspects of privacy are important, in particular circumstances, for a
substantial proportion of the population. Some categories of individual are more
highly vulnerable than others. For the large numbers of people who at any given
time fall within the many categories of 'persons-at-risk', it is essential to guard
against the disclosure of a great deal of data, much of it seemingly innocuous
(GFW 2011, Clarke 2014a).

To assist in assessment of the effectiveness of safeguards against harm arising
from data expropriation, Table 1 presents a small suite of test-cases that are

sufficiently diverse to capture some of the richness of human needs.
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Table 1: Six 'Persons-at-Risk' Test-Cases

. People with outlier, non-conformist or 'deviant' personal
profiles
Key Data: characteristics of interest to service-providers
Key Risks: denial of service
e.g. genetic or medical conditions resulting in discrimination by
health insurers, low 'social credit' scores resulting in denial of

access to transpott

. Negotiators of corporate mergers and acquisitions
Key Data: information-sources, locations, meeting-patrtners
Key Risks: breach of corporations law and stock exchange listing
rules

. Candidates for political office
Key Data:  associations with stigmas such as psychiatric
treatment

Key Risks: unelectability, reduction in the pool of candidates

. Whistleblowers and media sources
Key Data:  identity
Key Risks: retribution, drying-up of informers, unchecked

corruption

. Victims of domestic violence
Key Data: location
Key Risks: physical harm
. Police informants and protected witnesses
Key Data:  pseudonym and/or location
Key Risks: physical harm, loss of witness, loss of future

witnesses

This papet's purpose is to switch the focus away from the asserted utility of big
and open data for secondary purposes, and back towards the human value of
privacy. However, there are further aspects of the conference theme of
'Humanising Technology for a Sustainable Society' that are negatively affected by

the prevalence of data expropriation.
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Many organisations' operations depend on access to personal data, and on the
quality of that data. For an analysis of data quality aspects in big data contexts,
see Clarke (2016b). The goodwill of the individuals concerned is very important
not only to data access and data quality, but also to the cost incurred in assuring
data quality. Extraneous uses of personal data cause a significant decrease in trust
by individuals in the organisations that they deal with. The result is that they are
much less willing to disclose and much more likely to hide and to obscure data,
and much less willing to disclose honestly, and much more likely to disclose
selectively, inconsistently, vaguely, inaccurately, misleadingly, imaginatively or
fraudulently. There is a great deal of scope for obfuscation and falsification of
data (Schneier 2015a, 2015b, Bosch et al. 2016, Clarke 2016a). Widespread
exercise of these techniques will have serious negative consequences for the

quality of data held by organisations.

Expropriation of data results in the data on which analyses are based bearing a
less reliable relationship to the real-world phenomena that they nominally
represent. This leads to the inferences that are drawn by medical, criminological
and social research in the interests of the public, and by marketing activities in
the interests of corporations, being at best misled and misleading, and their use
being harmful rather than helpful. This particular form of dehumanising
technology, rather than contributing to the sustainability of society, undermines

it.

This section has presented the reasons why privacy is a vital human value. The
proposal that privacy is the primary objective and data-utility the constraint is
therefore of far more than merely academic interest, and is a social and economic
need. The following section outlines the relevant aspects of identification, and
the conventional mechanisms that have been applied to expropriated data in
order to achieve what designers have portrayed as being 'anonymisation' of the
data.

3 De- and Re-Identification

This section outlines the notions of identity, nymity and identification, drawing
on Clarke (1994b, 2010). It presents the conditions that need to be fulfilled in
order that de-identification can be achieved, and re-identification precluded. It

then provides an overview of techniques applied to expropriated personal data.
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3.1 Concepts

An entity is a real-world thing. Rather than artefacts such as tradeable items and
mobile phones, this paper is concerned with human beings. An identity is an
entity of virtual rather than physical form. Each person may present many
identities to different people and organisations, and in different contexts,
typically associated with roles such as consumer, student, employee, parent and
volunteer. During recent decades, organisations have co-opted the term 'identity’
to refer to something that they create and that exists in machine-readable storage.
Better terms exist to describe that notion, in particular digital persona (Clarke
1994a, 2014b). In this paper, the term 'identity' is used only to refer to

presentations of an entity, not to digital personae.

The notion of "nymity' is concerned with identities that are not associated with
an entity. In the case of anonymity, the identity cannot be associated with any
particular entity, whether from the data itself, or by combining it with other data.
On the other hand, pseudonymity applies where the identity is not obviously
associated with any particular entity, but association may be possible if legal,

organisational and technical constraints are overcome (Clarke 1999).

An identifier is a data-item or set of data-items that represent attributes that can
reliably distinguish an identity from others in the same category. Commonly, a
human identity is identified by name (including context-dependent names such
as 'Sally' or 'Herbert' at a service-counter or in a call-centre), or by an identifying
code that has been assigned by an organisation (such as an employee- or

customer-number).

Identification is the process whereby a transaction or a stored data-record is
associated with a particular identity. This is achieved by acquiring an identifier,

or assigning one, such as a person's name or an identifying code.

De-identification notionally refers to a process whereby a transaction or a
stored data-record becomes no longer associable with a particular identity.
However, it is in practice subject to a number of interpretations, outlined in Table
2.
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Table 2: Alternative Interpretations of 'De-Identification’

1. The removal of data-items that are designed to, or are known
to, facilitate the association of a record with a real-world identity.
This interpretation is the one most commonly apparent in the
literature. It satisfies a necessary condition, but falls a long way

short of being sufficient

2. Further adaption and/or 'perturbation' of the data-set in
order to address additional association risks. These are
discovered by analysis of the data and its various contexts in
order to achieve understanding of the many other ways in which
at least some proportion of the records may remain associable
with a particular real-world identity. This interpretation is

sometimes apparent in the literature

3. Further processing of the data-set to address the risk of
physical or virtual merger, linkage or comparison of that
data-set with other data-sets. This interpretation is seldom
apparent in the literature

4. Demonstration of the reliability of de-identification, by
showing that the records in the data-set cannot be associated
with the real-world identity to whom they originally applied.
This interpretation is seldom apparent in the literature

De-identification of a data-set is very likely to result in at least some degree of
compromise to the data-set's utility for secondary purposes. In Culnane et al.
(2017), it is argued that "decreasing the precision of the data, or perturbing it
statistically, makes re-identification gradually harder at a substantial cost to
utility". It remains an open question as to whether, under what circumstances,
and to what extent, the objectives of the two sets of stakeholders can be
reconciled. For eatly examinations of the trade-off between de-identification
and the utility of the data-set, see Duncan et al. (2001), Brickell & Shmatikov
(2009) and Friedman & Schuster (2010). The perception of compromise to data
utility appears to be an important reason why the more powerful de-identification
techniques in Table 2 are seldom actually applied, or at least not with the

enormous care necessary to achieve significant privacy-protection.
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In many circumstances, de-identified records are subject to 're-identification’,
that is to say the re-discovery or inference of an association between a record and
a real-world identity, despite prior attempts to de-identify them. This is possible
because de-identification is extremely difficult for all but the simplest and least
interesting data-sets. It is particularly easy with rich data-sets, such as those
whose records contain many data-items, or whose data-items contain unusual

values.

Further, a great many of the data-sets that are lifted out of their original context
and re-purposed are subsequently merged or linked with other data-sets. This
gives rise to two further phenomena, which together greatly increase the risk of
inappropriate matches and inappropriate inferences (Clarke 2018):

e combined data-sets generally offer even more opportunities for re-
identification than do single-source data-sets; and
e combined data-sets are far more likely than single-source data-sets to
lead to faulty inferences being drawn. This is because:
o the quality of the data in each of the data-sets is often not high
and hence comparisons of data-content may be unreliable;
o the meanings of the data-items in each of the data-sets are often
unclear or ambiguous;
o the definitions of the data-items in each of the data-sets may be
inconsistent or otherwise incompatible; and
o where data scrubbing activities have been undertaken, before
and/or after combination of the data-sets, the process(es) of

addressing some problems inevitably also create new problems.

The notion of re-identification has attracted considerable attention, particularly
since it was demonstrated that "87% ... of the population in the United States
had reported characteristics that likely made them unique based only on {5-digit
ZIP, gender, date of birth}. About half of the U.S. population ... are likely to be
uniquely identified by only {place, gender, date of birth}, where place is basically
the city, town, or municipality in which the person resides" (Sweeney 2000).
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Narayanan & Shmatikov (2008) presented a general de-anonymization algorithm
which they claimed requires "very little background knowledge (as few as 5-10
attributes in our case study). Our de-anonymization algorithm is robust to
imprecision of the adversary’s background knowledge and to sanitization or
perturbation that may have been applied to the data prior to release. It works
even if only a subset of the original dataset has been published" (p.2). For fuller
discussion of re-identification, see Ohm (2010) and Slee (2011).

3.2 Longstanding De-Identification Techniques

In response to objections to the expropriation of personal data, proponents argue
that the records are 'anonymised', can no longer be associated with the individual
concerned, can therefore do that individual no harm, and hence the individual
should not be concerned about the re-use or disclosure of the data. In order to
deliver what they claim to be 'anonymised data', expropriating organisations have

applied a variety of techniques.

From the 'data mining' phase (indicatively 1980-2005), a literature exists on
'privacy-preserving data mining' (PPDM — Denning 1980, Sweeney 1996,
Agrawal & Srikant 2000). For a literature review, see Brynielsson et al. (2013).
PPDM involves suppressing all identifiers and other data-items likely to enable
re-identification ('quasi-identifiers'), and editing and/or statistically randomising
(or 'perturbing’) the contents of data-items whose content may assist re-
identification (e.g. because of unusual values). The declared purpose is to
preserve the overall statistical features of the data, while achieving a lower

probability of revealing private information.

During the later 'big data' phase (since c. 2010), guidance on forms of data
manipulation that are suitable for practical application is provided in particular
by UKICO (2012), but see also DHHS (2012). In Slee (2011), a simple set of
four categories is suggested: replacement, suppression, generalisation and
perturbation. Accessible summaries of the challenges and some of the risks
involved in the de-identification process are in Garfinkel (2015) and Polonetsky
et al. (2010).

The regulatory regime applying to US health records (HIPAA) specifies two
alternative approaches for de-identification: The Expert Determination Method
and the Safe Harbor method (which is effectively a simplified 'fool's guide').
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However, "neither method promises a foolproof method of de-identification
with zero risk of re-identification. Instead, the methods are intended to be
practical approaches to allow de-identified healthcare information to be created
and shared with a low risk of re-identification" (Garfinkel 2015, p. 22).

In D'Acquisto et al. (2015) pp.27-37, it is noted that "most data releasers today
(e.g. national statistical offices) tend to adopt the wtility-first approach, because
delivering useful data is their raison d'etre" (p.29, emphasis added). A further
indication of the strong commitment to data utility is that, although "in Germany,
any organizational data accessible to external researchers is required to be de
facto anonymized", the bar is set very low, because all that is requitred is that "the
¢ffort that is necessary to identify a single unit in the data set is higher than the actnal
benefit the potential intruder would gain by the identification" (Bleninger et al.,
2010, emphasis added). This formulation ignores the critical issues that (1) the
breach causes harm to the affected individual, and (2) the harm to the affected
individual may be far greater than the benefit to the breacher.

Similarly, the de-identification decision-making framework in O'Keefe et al.
(2017) remains committed to the utility-first approach, because it applies the
threshold test of "when data is sufficiently de-identified given [the organisation's] data
situation" (p.2, emphasis added).

A further indicator of the inadequacy of the approaches adopted is that 're-
identification risk' is regarded as being merely "the petcentage of de-identified
records that can be re-identified" (Garfinkel 2015, p. 38). If privacy rather than
utility is adopted as the objective, then 're-identification risk' is seen to be a much
more complex construct, because every breach has to be evaluated according to
the potential harm it gives rise to — which can be severe in the case of a wide

range of categories of persons-at-risk.

Garfinkel's conclusion was that, "after more than a decade of research, there
is comparatively little known about the undetlying science of de-
identification" (2015, p.39). Given the complexities involved in both the
problems and the techniques, it is far from clear that any practical solutions will

ever emerge that satisfy the privacy-first rather than the utility-first criterion.
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3.3 Re-Identification Techniques

The application of de-identification techniques naturally stimulated responses:
"it seems that new techniques for de-identifying data have been met with equally
innovative attempts at re-identification" (Hardy & Maurushat 2017, p.32). For
analyses of techniques for re-identification, see Sweeney (2002), Acquisti &
Gross (2009) and Ohm (2010).

In relation to one critical area of concern, the re-identifiability of location and
tracking data, Song et al. (2014) showed that "human mobility traces are highly
identifiable with only a few spatio-temporal points" (p.19). Further, de De
Montjoye et al. (2015) found that credit card records with "four spatiotemporal
points are enough to uniquely reidentify 90% of individuals ... [and] knowing the
price of a transaction increases the risk of reidentification by 22%" (p. 530).
Culnane et al. (2017) and Teague et al. (2017) described successful re-
identification of patients in a de-identified open health dataset.

In contesting the De Montjoye et al. findings, Sanchez et al. (2016) provided a
complex analysis, concluding that "sound anonymization methodologies exist to
produce useful anonymized data that can be safely shared ...". Itis inconceivable
that the intellectual effort brought to bear by those authors in defending
disclosure would or even could ever be applied to the continual, high-volume
disclosures that are patt-and-patcel of the data exproptiation economy: "De-
identification is not an exact science and ... you will not be able to avoid the need
for complex judgement calls about when data is sufficiently de-identified given
your [otganisation's] data situation" (O'Keefe et al. 2017, p.2). The practical

conclusion is that, at least where privacy is prioritised over data-utility:

Sound anonymization methodologies are so complex and onerous that they cannot be relied upon

to produce usefil anonymized data that can be safely shared
The re-identification process is easier where:
1. the data-set contains a large number of data-items;

2. there are unique values within individual data-items; and/or

3. there are unique combinations of values across multiple data-items.
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A further important consideration is the availability of multiple data-sets that are
capable of being compared, which gives rise to greater richness in a combined or
merged data-set. An important factor in successful de-identification activities has
been the widespread availability of large data-sets, such as electoral rolls,
subscription lists, profiles on social networking sites, and the wide range of data
broker offerings. In short, a great many expropriated data-sets satisfy the
conditions for easy re-identification of a material proportion of the records
they contain.

34 Recent De-Identification Techniques

The D'Acquisto monograph describes mote privacy-protective techniques that
have been proposed by academics — although most of them appear to be
encountering difficulty in escaping the laboratory. The monograph refers to the
alternative techniques as 'ptivacy-first anonymisation', but use of that term is not
justified. The formulation is still utility-as-objective and privacy-as-constraint: "a
parameter ... guarantees an upper bound on the re-identification disclosure risk
and perhaps also on the attribute disclosure risk". Further, even in academic
experimentation, the privacy-protectiveness has been set low, due to "parameter
choices relaxing privacy in order for reasonable utility to be attainable" (p.29,
emphasis added).

The D'Acquisto et al. summary of the 'privacy models' underlying these
techniques is as follows: "A first family includes k-anonymity and its extensions
taking care of attribute disclosure, like p-sensitive k-anonymity, l-diversity, t-
closeness, (n,t)-closeness, and others. The second family is built around the
notion of differential privacy, along with some variants like crowd-blending
privacy or BlowFish" (D'Acquisto et al. 2015, p.30).

The k-anonymity proposition is a framework for quantifying the amount of
manipulation required of quasi-identifiers in order to achieve a given level of
privacy (Sweeney 2002). A data-set satisfies k-anonymity iff each sequence of
values in any quasi-identifier appears with at least k occurrences. Bigger k is
better. The technique addresses only some of the threats, and has been subjected

to many variants and extensions in an endeavour to address further threats.
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Differential privacy is a set of mathematical techniques that reduces the risk of
disclosure by adding non-deterministic noise to the results of mathematical
operations before the results are reported. An algorithm is differentially private
if the probability of a given output is only marginally affected if one record is
removed from the dataset (Dwork 2006, 2008).

In both cases, "The goal is to keep the data 'truthful' and thus provide good utility
for data-mining applications, while achieving less than perfect privagy" (Brickell &
Shmatikov 2009, p.8, emphasis added). Further, the techniques depend on
assumptions about the data, about other data that may be available, the attacker,
the attacker's motivations, and the nature of the attack. Some of the claims made
for the techniques have been debunked (e.g. Narayanan & Shmatikov 2010, Zang
& Bolot 2011, Narayanan & Felten 2016, Zook et al. 2017, Ashgar & Kaafar
2019), and a range of statistical attacks is feasible (O’Keefe & Chipperfield 2013,
pp. 441-451). All k-anonymity and differential privacy techniques provide
very limited protection.

Even if these highly complex techniques did prove to satisfy the privacy-first
criterion, the excitement that they have given rise to in some academic circles has
not been matched in the real world of data expropriation, and it appears unlikely
that they ever would be. None of the techniques, nor even combinations of
multiples of them, actually achieve the objective of privacy-protection — not least
because their aim is the retention of the data's utility. The highest standard
achieved within the data-utility-first tradition, even in the more advanced, but
seldom implemented forms, might be teasonably described as 'mostly de-

identified' or 'moderately perturbed'.

The data-utility-first approach, and the de-identification techniques that it has
spawned, cannot deliver adequate privacy protection. The expropriation of
personal data gives rise to harm to people generally, and is particularly threatening
to person-at-risk such as the small suite of test-cases in Table 1. Addressing their

needs requires another approach entirely.
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4 Privacy-First Disarming of Expropriated Data-Sets

This section considers ways in which privacy can be prioritised, but, within that
constraint, such utility as is feasible can be rescued from data-sets. Although it
is unusual for researchers to treat privacy as the objective and economic benefits
as the constraint, it is not unknown. For example, in Li & Sarkar (2007), "The
proposed method attempts to preserve the statistical properties of the data based
on privacy protection parameters specified by the organization" (p.254). Privacy
is thereby defined as the objective, and the statistical value of the data the

constraint ("attempts to preserve").

In another approach, Jindel (2014) describes a process for analysing the risk of
re-identification, and determining whether a given threshold ("the largest
acceptable de-anonymisation probability for the attack scenario") is exceeded.
When the safety of victims of domestic violence and protected witnesses is taken
into account, that threshold has to be formulated at the level of impossibility of
discovery of the person's identity and/or location. It is therefore reasonable to

treat Jandel's extreme case as being privacy-protective.

In order to provide adequate protection against privacy breaches arising from

expropriated data-sets even after de-identification, two approaches are possible:

1. Avoid the risks, by not using empirical data, but instead generating
synthetic data

2. Prevent the risks arising, by ensuring that, even where individual records
are re-identified, the data is unusable because it has been falsified in ways

the specifics of which are unknowable, and which are irreversible
The remainder of this section considers those two approaches.
4.1 Synthetic Data

The most obvious way in which privacy can be protected is by not expropriating
data, and hence avoiding use and disclosure for secondary purposes. This need
not deny the extraction of utility from the data. Under a variety of circumstances,
it is feasible to create 'synthetic data' that does not disclose data that relates to

any individual, but that has "characteristics that are similar to real-world data
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[with] frequency and error distributions of values [that] follow real-world
distributions, and dependencies between attributes [that are] modelled
accurately” (Christen & Pudjijono 2009. p.507).

This has been argued by some to be an effective solution to the problem:
"empirically, it is difficult to find a database table on which sanitization permits
both privacy and utility. Any incremental utility gained by non-trivial sanitization
(as opposed to simply removing quasi-identifiers or sensitive attributes) is more
than offset by a decrease in privacy, measured as the adversarial sensitive attribute
disclosure. It is possible, however, to construct an artificial database, for which
sanitization provides both complete utility and complete privacy, even for the

strongest definition of privacy ..." (Brickell & Shmatikov 2009, p.7).

To date, there appears to have been very little take-up of this approach. As
abuses of personal data, and harm arising from them, become increasingly
apparent to the public, the assumed power of national statistical and other
government agencies and large corporations may be shaken, and the generation

of synthetic data may become much more attractive.
4.2 Empirical Data, De-Fanged

In this case, the proposition is that no data-set can be expropriated beyond its
original context unless it has been first rendered valueless for any purpose relating
to the administration of relationships between organisations and particular
individuals. One way of achieving this is to convert all record-level data that was
once empirical — in the sense of being drawn from and reflecting attributes of
real-world phenomena — into synthetic data that represents a plausible

phenomenon, but not a real one.

The underlying data-set is of course not affected, and remains in the hands of
the organisation that manages it. The underlying data-set is the appropriate basis
for administering the relationships between organisations and particular

individuals; whereas expropriated data-sets are not.

The process must also be irreversible, at the level of each individual data record.
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Further, the fact of processing (as distinct from the details), and the

standards achieved:

e must be known by organisations that do or may gain access to the
expropriated data-sets. This ensures that they are aware that the
record-level data, whether or not it can be associated with any particular
person, is unusable for any purpose related to the individual; and

e must be known by affected individuals, and by advocacy
organisations for their interests. This ensures confidence in the
process, and avoids motivating people to obfuscate or falsify data about

themselves

Combining these properties, this mechanism is usefully described as Known
Irreversible Record Falsification (KIRF).

The possibility exists that the characteristics of some data-sets, or of some
records within them, may resist falsification to the point of unusability. In that
case, the records in question are unsuitable for expropriation, and no empirical
derivative of them may be disclosed. If those records constitute a sufficient
proportion of the data-set as a whole, then the data-set as a whole cannot be

disclosed.

Examples of data-sets that may contain records that are too rich to be effectively
falsified include the combination of psychological and social data with
stigmatised medical conditions, and data about undercover operatives in national
security and law enforcement contexts. (This of course does not necessarily
preclude the use of statistical distributions derived from such data-sets as a basis

for generating synthetic data that has comparable overall characteristics).

A corollary of the privacy-first approach is that the utility of the data-set is a
constraint, not an objective. This might seem to rob the expropriated data-set
of a great deal of value. Intuitively, it would appear unlikely that any single
process could achieve both the standard of 'irreversibly falsified records' and
preservation of the original data-set's overall statistical features. On the other
hand, for any given use to which the expropriated data-set is to be put, different

falsification processes could be applied, in order to produce a data-set that
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preserves the particular statistical features that are critical for that particular

analysis.

In most circumstances, it would appear likely that changes can be made to data
in order to satisfy the criteria, while sustaining at least a moderate level of utility
for particular purposes. This is an empirical question that cannot be determined
in the abstract, but requires detailed analysis in each specific context of data-set

and purpose.

A less stringent approach could be considered, whereby the 'every record'
requirement is relaxed, in favour of 'enough records'. However, because many
records are not falsified, the data-set's utility for making decisions about
individuals is not undermined and hence adversaries are motivated to conduct
attacks. Individuals whose records are not falsified are subject to compromise.
This is a serious matter, because inevitably some of them would be among the
categories of persons-at-risk. The inadequacy extends further, however, because
the interests of all individuals are compromised. Records that have been falsified
are also likely to be used to generate inferences — and, due to the falsification

steps, the inferences that are drawn are unreliable, and potentially harmful.

The less stringent arrangement would fail to curb the eagerness of organisations
to exploit the expropriated data-set, and would fail to earn the trust of the
affected individuals. Even if the application of a particular record's content to a
particular individual were to be precluded by law, the scope for unregulated abuse
of the provision is too high. The Known Irreversible Falsification criterion needs

to be applied to all records, not merely to some or even most records.
5 Towards an Evaluation Process for the Privacy-First Approach

The purpose of this paper has been to argue for a privacy-first approach to the
preparation of data-sets for expropriation to secondary purposes, and to develop
an operational definition of what that involves. This section provides some
preliminary suggestions as to the steps necessary to apply the principles,

operationalise the process, and assess its effectiveness.
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The term 'privacy-first' is of recent origin, and its first use in D'Acquisto et al.
(2015, p.29) was in any case a false start. The sense in which it is proposed in
this paper is so far outside the present mainstream as to be arguably deviant.
Searches for existing literature on data perturbation undertaken to satisfy the
requirement of falsification have not located a literature on the topic, or even
individual instances that adopt the approach. Further, in the absence of
theoretical discussions, it is not likely that exemplars and testbeds can be readily

found.

On the other hand, some prior work is very likely to have relevance, in the sense
of being capable of adaptation to the privacy-first criterion. A simple example
of this would be a model in which a parameterisation mechanism enables the
privacy weighting to be set at 1, but that nonetheless delivers non-zero utility, or
at least information or insights. An approach to generating action in this field
would be to expose these ideas in workshops that focus on de-identification and

re-identification topics.

It is also feasible for projects to be undertaken that commence with existing
guidelines on data perturbation, apply the Known Irreversible Record
Falsification (KIRF) principle, and test the results by considering the 6 test-cases
in Table 1. Initial projects might use data-sets of convenience. More serious
studies would then be needed on mainstream, rich data-sets, such as those in the
Census, social data and health care fields that are commonly subjected to

expropriation.

Once the point has been reached that multiple approaches have been specified
that satisfy the requirement, further rounds of research are needed in order to
establish principles and practical guidance in relation to the retention of maximal
utility, while still satisfying the requirement of known irreversible falsification for

all individual records.
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6 Conclusion

This papet's purposes have been:

to abandon the utility-first approach;

e to adopt privacy as the objective and relegate data-utility to the level of
a constraint;

e to argue for data-expropriation beyond its original context to be
contingent on the prior application of techniques that fulfil that

requirement; and

e to identify and articulate specific ways in which this can be done.

The analysis of alternative criteria for achieving privacy-first disarming of data-
sets identified two contenders. The first possibility is the use only of synthentic
data. This avoids the disclosure of any personal data, by creating and disclosing
data whose distribution has usefully close approximations to the original data,
but without any scope for disclosure of any personal data relating to any actual
identity.

The second possibility applies the Known Irreversible Record Falsification
(KIRF) criterion, in order to achieve similar properties in a released data-set to
those of synthetic data. This achieves privacy protection by ensuring that all
records are unusable for any purpose that relates to any specific individual. KIRF
will, however, have impacts on the utility of data-sets. These impacts may be
modest, but will often be significant, and in some circumstances will render the

data-set unusable for data analytics purposes.

An implication of this conclusion is that research into de-identification processes
needs to shift away from the approaches adopted over the last 15 years, such as
k-anonymity and differential privacy, which prioritise utility at the expense of
privacy. Instead, the need is for a focus on ways to minimise the harm to the
utility of data-sets, given that every record has to be falsified in such a
manner that it is unusable for determinations about individuals, and is
known to be so.



R. Clarke:

Beyond De-Identification - Record Falsification to Disarm Expropriated Data-Sets 143

If data-expropriating organisations fail to switch their approach in this way, it will
be increasingly apparent to the public that their personal data is being
expropriated and exploited by organisations without meaningful regard for either
the rights of individuals or the harm that may arise from re-identification. As
one research team in the re-identification area put it, "The ... government holds
vast quantities of information about [individuals]. It is not teally 'government
data'. Itis data about people, entrusted to the government’s care" (Culnane et
al. 2017).

A proportion of the population will neither know nor care. A further proportion
will know, and care, but feel themselves to be technically incapable and/or
powetless to do anything about it, sullenly accept the situation, and trust
organisations as little as possible. The remainder will take action in order to deny
the use of their data. Many techniques are already been demonstrated whereby
individuals can resist abuse of their data, and moderate numbers of tools for

obfuscation and falsification are available for deployment.

Over the last 50 years, organisations' data-gathering techniques have migrated
from manual capture by employees to a combination of manual capture by the
individuals to whom the data relates and automated capture as a byproduct of
transactional activities. There is increasing incidence of autonomous creation of
data by equipment that individuals are not aware are monitoring their behaviour.
Obfuscation and falsification are easiest in relation to the long-standing forms of
data capture. There are interesting challenges aplenty in devising ways to avoid,
subvert and defeat byproduct and autonomous data capture. The expertise of

many capable individuals will be attracted to the endeavour.

If this scenario unfolds, the quality of data that is in the expropriated collections
will diminish below its present mediocre level. This will have serious implications
for the validity, and for the business and policy value, of inferences drawn from
data analytics activities. The benefits to economies and societies arising from this
scenario will be significantly less than what would be achieved if instead the
privacy-first approaches advocated above are adopted. This paper thereby

contributes to the aim of humanising technologies for sustainable society.
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1 Introduction

Information technology (IT) such as the Internet could improve both internal
efficiency and personal productivity for a company (Antonelli, Almeida, Espejo,
& Longhi, 2013). The Internet is not only used for work but is also used in school
practices since it changes both formal and informal educational opportunities for
students by providing greater autonomy in their learning tasks (Quintana, Pujol,
& Romani, 2012). Information seeking is a purposive searching for information
to satisfy some goals (Rieh & Hilligoss, 2008). Everyone has to understand how
to search and apply relevant information for problem solving and decision
making (Lu & Lee, 2012). For instance, students generally used the Internet
largely for school purposes (Metzger, Flanagin, & Zwarun, 2003). Workers search
and analyse information from multiple sources and use information to make
decisions or generate new ideas (Silva, 2009). The Internet is a valuable e-resource
for students as well as employees in their information seeking due to an
abundance of information available online (Catalano, 2013; Shanahan, 2008). It
is also a medium for course delivery to students and workers in need of lifelong
learning (Cereijo, 2006). However, not all information on the web is high quality
and the quality control of web content is generally insufficient. Thus, web
credibility has drawn more attention from researchers (Liao & Fu, 2014;
Quintana et al., 2012; Shanahan, 2008; Tanaka et al., 2010).

Individuals try to achieve efficient and effective performance in information
seeking, according to information-foraging theory (Sharit, Taha, Berkowsky,
Profita, & Czaja, 2015). But individuals with different backgrounds and intention
use various approaches to interact with the web and face different problems in
information seeking (Athukorala, Glowacka, Jacucci, Oulasvirta, & Vreeken,
2016; Zhou, 2014). For example, students’ ability to search and retrieve
information are varied widely (Zhou, 2014). They sometimes lack of ability to
distinguish inaccurate or biased information from other credible sources
(Metzger et al, 2003). People in Generation Y have high capabilities in
technology, but have poor capacity to judge the credibility of Internet
information (White & Kiegaldie, 2011). Young users frequently fail to express
their needs of information and experience the difficulty in credibility judgment
of Internet information (Rieh & Hilligoss, 2008). Older adults face difficulties in
verifying the website credibility and recalling its source (Robertson-Lang, Major,
& Hemming, 2011). Therefore, understanding online information behaviour,
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particularly search and verification behaviour is important (Flanagin & Metzger,
2007; Metzger et al., 2003). Katz, Haras, and Blaszczynski (2010) also point that
information literacy of college students and workers should be assessed to help

instructors identify learners’ information literacy need.

Information behavior is a set of activities engaged by a person when identifying
the need of information, searching for information and using or transferring
information (Catalano, 2013). Online information search process consists of
identifying search goals, locating suitable information sources, selecting relevant
information, and synthesizing information from multiple sources (Zhou, 2014).
The Uses and Gratifications (U&G) theory explain the reasons that individuals
choose a particular medium such as virtual community, e-book, and social
network sites over others (Ifinedo, 2016; Liu, Cheung, & Lee, 2010; Shin, 2011).
Uses and gratifications ate appropriate to help understanding relationships
between users and technologies, especially the Internet, because web users are
goal-directed and are aware of the needs they trying to satisfy (KKaye & Johnson,
2004; Papacharissi & Rubin, 2000). Various components of the Internet such as
bulletin boards, e-mail, and websites are functionally different from each other.
Therefore, people’s needs and gratifications of these components may be
different (Ifinedo, 2016; Kaye & Johnson, 2004).

Although a number of studies in the literature have examined the U&G, recent
adoption of U&G research to the Internet are incomplete, for instance, lacking
of the exploration of an individual’s perception of Internet information and
credibility judgment across diverse information tasks. In addition, little prior
research has investigated the information seeking and credibility judgment of
young people (Rieh & Hilligoss, 2008). Only few studies have paid attention to
credibility evaluation in the information-secking process (Metzger et al., 2003;
Rich & Hilligoss, 2008). None of them has focused on the perceptions among
different user groups or students in particular (Metzger et al., 2003). In addition,
only four to five research has examined Thai people’s behaviour on internet-
related topics (Panjakajornsak et al., 2017). Therefore, this study explores the
different aspects of the U&G framework with an important information seeking
purpose: searching online information for task completion and tries to answer

these research questions.
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RQ1: How strongly do motivational constructs according to the uses and
gratifications theory impact the information-searching intention of students and
workers?,

RQ2: Do intention to search for Internet information directly and indirectly
predict the students’ and workers’ credibility judgement behaviour (through
information-judgment intention)?, and

RQ3: Do these key factors differently affect students’ behaviours and workers’

behaviours?
2 Related Research

Nichaves and Plattfaut (2014) studied elderly people’s intention to use the
Internet and its influencing factors using two alternative theories: the Unified
Theory of Acceptance and Use of Technology (UTAUT) and the Model of
Adoption of Technology in Households (MATH). Findings revealed that
constructs from both theories could explain more than 70 percent of Internet
use intention variance. Liao and Fu (2014) conducted laboratory studies to
investigate how credibility cues differently affects younger and older consumers
of online health information. Findings indicated that credibility cues in user
reviews or message contents could support credibility judgments of older adults.
Sharit et al. (2015) investigated health information search via the Internet of
adults with ages between 18 to 85 years old. Internet experience had no impact
on search performance. In addition, older participants used longer search times
and fewer amounts of search than younger participants. Chevalier, Dommes, and
Marquié¢ (2015) examined age-related differences in search performance and
strategies using Google. Findings showed that older participants gained lower
accurate and applied less efficient search strategies than younger counterparts
did. Moreover, younger participants tried to improve their strategies more and
more. Athukorala et al. (2016) explored indicators characterizing exploratory
search behaviour. Three exploratory search tasks were comparison, knowledge
acquisition, and planning. The indicators classifying exploratory search behaviour
best were query length, maximum scroll depth, and task completion time. S. H.
Wang (2017) studied the effects of technology attractiveness, medical credibility,
and diversified medical information sources on people who had never used a
web-based medical service for health information before. Perceived ease of use
and perceived usefulness significantly increased users’ behavioural intention.
Bao, Hoque, and Wang (2017) tried to identify the antecedents of adult children’s
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intention to use Internet health information for their aged parents. Findings
indicated that attitude, subjective norm, perceived behavioral control, and risk
were significant determinants of intention to use online health information
whereas trust was not. Sirdeshmukh, Ahmad, Khan, and Ashill (2018) proposed
a conceptual model regarding search engine performance. Functional
performance significantly influenced search engine value, but aesthetic

performance did not affect search engine value.
3 The Research Hypotheses
3.1 Determinants of Online Information Search Intention

The U&G theory were applied variously in the literature. For example,
Information, convenience, entertainment, and social interaction factors wete
applied to the Internet study, while convenient entertainment, convenient info
seeking, co-viewing, and social interaction factors were adopted in the study
about YouTube (Liu et al., 2010). The U&G factors such as information were
also explored as influences (motivations) of TV viewing and online user-shared
video use (Bondad-Brown, Rice, & Pearce, 2012). Convenient information
secking was a convenient and quick way to find an update or in-depth
information about the interest topics. Internet technologies such as blogs also
offered vast dimension of information and provided links to aggregate news or
experts (Kaye, 2010). Students mostly used the web for doing research or getting
information (Metzger et al., 2003). Information seeking was one of factors
received the highest mean scores as computer-user motives to use the Internet.
It also significantly affected e-mail use and web browsing. Convenience was a
remarkable factor which was the only significant factor driving the duration of
the Internet use. It significantly predicted newsgroup or bulletin board use as well
(Papacharissi & Rubin, 2000). Purposive value in terms of accomplishing
informational or helpful purposes were believed to be a positive driver of
students’ intention to use online social networking systems (Ifinedo, 2016).
Information seeking and convenience were two factors tended to associate with
the Internet resources for political information (Kaye & Johnson, 2004).
According to the literature research, easy to use was one of the most influential
factors for website adoption (Liu et al., 2010). Web reliance was significantly
impacted by the convenience of using the web (Johnson & Kaye, 2002). Effort

and speed were the most important factors in choosing information sources.
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Electronic materials were therefore preferred if they were faster or easier to
access (Catalano, 2013). Ease of use was proposed to be positively related to
search effectiveness, user satisfaction, and perceived benefit of online
information search (Kulviwat, Guo, & Engchanil, 2004). Consumers tended to
find products more easily and more productive when they perceived the website
to be easy to use (Panjakajornsak et al., 2017). Fast and easy to search information
was also the search engine value which positively associated with users’
satisfaction with search engine (Sirdeshmukh et al, 2018). Therefore, the
following hypotheses were suggested.

Hypothesis 1a: A full-time student’s convenient information seeking positively affects
bis/ ber intention to search for online information to fulfil his/ her task.
Hypothesis 1b: A_full-time worker’s convenient information seeking positively affects
bis/ ber intention to search for online information to fulfil his/ her task.

Anti-traditional media sentiment was a reason people connecting to IT such as
blogs because they wanted to independent from distasteful or biased traditional
media (Kaye, 2010). Consumers were more likely to try a new medium when they
were not satisfied with the current media (Jung, Chan-Olmsted, Park, & Kim,
2012). Flanagin and Metzger (2000) proposed that highly experienced users
greater perceived the Internet as a credible information source, compared to
conventional media such as TV, newspapers, or magazines than users with lower
Internet experience. Johnson and Kaye (2002) believed that the credibility of
traditional media would be positively driven by users’ reliance on the Web and
convenience of using the Web. Moreover, they proposed that reliance on the
Web would be positively impacted by reliance on the traditional media, and
reliance on traditional media such as newspaper, radio would be affected by the
convenience of using the Web (Johnson & Kaye, 2002). The gratifications of
printed media users and users’ perceived need of printed media were positively
related to e-book readers’ awareness, interests, and their intention to use (Jung et
al., 2012). The internet could satisfy users more with its broadest niche on users’
gratifications than the traditional media (Dimmick, Chen, & Li, 2004). Therefore,
the following hypotheses were proposed.

Hypothesis 2a: A full-time student’s anti-traditional media sentiment positively
affects his/ her intention to search for online information to fulfil bis/ her task.
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Hypothesis 2b: A full-time worker’s anti-traditional media sentiment positively
affects his/ her intention to search for online information to fulfil bis/ her task.

The attractiveness of technology was also positively related to the behavioral
intention in the context of web-based medical services (S. H. Wang, 2017).
Aesthetic performance in the aspect of design attractiveness was a second major
driver of search engine value. Perceived aesthetic performance was also proposed
to positively affect the search engine value (Sirdeshmukh et al., 2018). Internet
ambiance, adapted from the blog ambiance of Kaye (2010), were the enjoyment
of users affiliating with a specific content. People preferred the good writing of
online content and they found the content interesting. Media such as the Internet
provided a wide range of content and gratification opportunities. Perceived
content was one of the attributes of a medium, presenting gratification
opportunities. A medium offering a greater array of content types better provided
gratification opportunities to its audience (Dimmick et al., 2004). Perceived
content quality had a positive impact on e-book adoption (Shin, 2011). Perceived
value was proposed to be a direct determinant of behavioral intention
(Panjakajornsak et al., 2017). Relevance (content) was proposed to be a driver of
the Internet usage in terms of total using hours and activity levels (Nayak, Priest,
& White, 2010). Information quality gratification was a main determinant of a
media usage according to U&G theory. Information quality significantly
predicted behavioral intention to engage in social commerce (Sharma & Crossler,
2014). Content gratification in terms of disconfirmation of self-documentation
and disconfirmation of information sharing significantly increased Twitter users’
level of satisfaction (Liu et al., 2010). Therefore, the following hypotheses were
postulated.

Hypothesis 3a: A full-time student’s Internet ambiance positively affects his/ her
intention to search for online information to fulfil bis/ her task.
Hypothesis 3b: A full-time worker’s Internet ambiance positively affects his/ her
intention to search for online information to fulfil bis/ her task.
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3.2 Online Information Search Intention and Credibility Judgement
Intention

Students should be able to search and retrieve information from appropriate
resources and evaluate obtained information, particulatly information from the
Internet (Shanahan, 2008). Credibility played a mediator role between technology
attractiveness and patients’ behavioural intention with regard to a web-based
medical service (S. H. Wang, 2017). According to goal-sub goal relationships,
plans were subject to hierarchical processes in which events happened in
sequences: information search intention and intention to use the Internet to
purchase, for instance. Intention to use the Internet to search product
information also strongly lead to a positive purchase intention and mediated the
relationships between purchase intention and other factors such as attitude
toward online shopping, perceived behavioural control, and previous Internet
shopping experience (Shim, Eastlick, Lotz, & Warrington, 2001). After people
sought for information resources as the result of a predictive judgment, they
would perform an evaluative judgment. For instance, they evaluated that whether
the content was interesting, relevant, or trustworthy, how reliable or good
Internet information appeared to be, or whether the website was official. This
process would be repeated until the evaluative judgment met the expectation
about the predictive judgment (Rich & Hilligoss, 2008). Common criteria for
credibility judgments were information itself (e.g. organization, content, breadth,
depth, type), source (e.g. reputation), and presentation (e.g. design, layout,
graphics, navigability, functionality, readability) (Rieh & Hilligoss, 2008).
Therefore, the following hypotheses were developed.

Hypothesis 4a: A full-time student’s intention to search for online information
positively affects his/ her intention to judge online information to fulfil his/ her task.
Hypothesis 4b: A full-time worker’s intention to search for online information
positively affects his/ her intention to judge online information to fulfil his/ her task.

3.3 Determinants of Credibility Judgement Behavior

The Theory of Planned Behaviour (TPB) posited that intention to perform a
behaviour caused a behaviour (Shim et al., 2001). Behavioural intention was the
most important construct in predicting the decision to perform a certain
behaviour (Al-Debei, Al-Lozi, & Papazafeiropoulou, 2013). It also was a
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significant motivator of continuance participation behaviour on Facebook (Al-
Debei et al., 2013). Behavioural intention also had a significant impact on adult
children’s behaviour to adopt online health information for their aged parents
(Bao et al., 2017). Motivation to search was proposed to be a positive influence
of online information search (Kulviwat et al., 2004; Liao & Fu, 2014). The
searching for information and the judgment of retrieved information were two
core information processes (Chaxel, Russo, & Kerimi, 2013). Evaluating
obtained information from the Internet was complex, including multiple criteria.
The increase of multiple evaluation criteria for Internet information could raise
the likelihood students using high quality information sources (Shanahan, 2008).
Information, source, and presentation played the most vital role in credibility
judgment that could be identified from participants’ behavior and experience
(Rieh & Hilligoss, 2008). Therefore, the following hypotheses were posited.

Hypothesis 5a: A full-time student’s intention to search for online information
positively affects his/ her credibility judgement behavionr.

Hypothesis 5b: A full-time worker’s intention to search for online information
positively affects his/ her credibility judgement behavionr.

Hypothesis 6a: A full-time student’s intention to judge online information positively
affects his/ her credibility judgement behavionr.

Hypothesis 6b: A full-time worker’s intention to judge online information positively
affects his/ her credibility judgement behavionr.

3.4 Differences between Full-Time Students and Full-Time Workers

When comparing between the student and employee groups, the impact (path
coefficients) of perceived hedonic usefulness on intention to use I'T was different
across the two groups (Gu, Fan, Suh, & Lee, 2010). Compared to the non-student
group, students perceived that all information channels were more credible than
non-student samples (Metzger et al., 2003). NetGen respondents had the highest
and Old Boomer respondents had the lowest means across all online users-
shared video (OUSV) motivations. The overall OUSV motivations in the
younger generations (NetGen and GenX) were generally higher than Old
Boomers. Regarding TV viewing, information motivation of Silent/ GI
generation was higher than information motivation of GenX (Bondad-Brown et
al., 2012). There was a significant negative association between the age of

adopters and non-adopters and broadband adoption. In addition, there was a
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significant correlation between the type of occupation (household occupation)
of adopters and non-adopters and broadband adoption (Dwivedi & Lal, 2007).

Age was negatively related to awareness, interest, and intention to use e-book,
while education was positively related to awareness, interest, and intention to use
e-book (Jung et al., 2012). Age was significantly and negatively determined the
use of websites for convenience, the use of bulletin boards or e-mailing list for
entertainment/social needs and for guidance purposes. Education significantly
and positively associated with the motivations to use Internet resources such as
website, bulletin board, e-mailing list, and chat for political information (Kaye &
Johnson, 2004). There were significant differences in age and education means
regarding technophobia and technophilia except for technophilia about
education. Younger people had a high probability of being the Internet users,
compared to older people. Education also had a strong influence on the Internet
usage (Donat, Brandtweiner, & Kerschbaum, 2009). Younger people viewed
these media more credible than older people. Moreover, respondents who were
less educated and had lower incomes believed online radio news more credible
(Johnson & Kaye, 2002). Young people aged 18 to 34, computer owners, well-
educated, and with English language skills had more possibility to access the
Internet (Panjakajornsak et al., 2017).

Hypothesis 7: Antecedent factors affecting credibility judgment behavionr will result

in several differences between full-time students and full-time worfkers.
4 Methodology

4.1 Questionnaire Development

Table 1. Sources of questionnaire items.

Construct An Example Question Sources

&G .

) I use online sources because...
Convenient ) ) ) Adapted from Kaye
to get information quickly (5- (2010)

Information
point Likert-type scale)

Seeking
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Construct An Example Question Sources
U&G Anti- .
I use online sources because...
traditional . i Adapted from Kaye
) to avoid conservative sources
Media bias (5-point Likert-t o) (2010)
ias (5-point Likert-type scale
Sentiment P P
I use online sources because...
U&G Internet | because of the good writing of | Adapted from Kaye
Ambiance Internet information (5-point (2010)
Likert-type scale)
Please specify your level of
intention when searching Adapted from Lee and
1 i . .
nrention o information from the Internet... | Tsai (2011) and
Search for . . ) .
: Searching for new learning Limberg and Sundin
Information ] ) )
materials (5-point Likert-type (2006)
scale)
Please specify your level of Adapted from Rieh and

Intention to

intention when verifying

information from the Internet...

Hilligoss (2008), Lee
and T'sai (2011),

1 I;Cflfremoazl;;le Evaluate information factor Limberg and Sundin
(content quality) before use (5- (2006) and (Flanagin &
point Likert-type scale) Metzger, 2000)
Regarding information for

Credibility studying/ working purposes, Adapted from Kaye

Judgement how many times .have you and Johnson (2004),

Behavior checked the quality of Metzger et al. (2003),
information from 10 times (Nayak et al., 2010)

lately? (ratio scale)

The online questionnaire was divided into four sections. The first section was
designed to ask about the uses and gratifications of information from the

Internet. The second section was designed to ask about searching for online
information. The third section was designed to ask about the credibility judgment

of the Internet information before use. The last section collected demographic

data of respondents. The details and references of questionnaire development
were described in Table 1.
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4.2 Data Collection

This study is a sub-project of a project titled INFORMATION
VERIFICATION. The online questionnaire was pre-tested and revised. The
final questionnaire was sent to full-time students less than 35 years of age and
full-time workers more than or equal 20 years of age. Two research assistants and
their teams helped to collect the data using the Google form. Finally, four
hundred and fifty three questionnaires were ready for further analysis. Of all data,
243 questionnaires were gathered from full-time students and 210 questionnaires

were collected from full-time workers.
5 Data Analysis

5.1 Descriptive Statistics

Table 2. Sample demographics.

Full-Time Students Full-Time Workers

(n=243) (n=210)
Gender
Male 80 (32.9%) 59 (28.1%)
Female 163 (67.1%) 151 (71.9%)
Age (years old)
<15 10 (4.1%) 0 (0.0%)
15-19 86 (35.4%) 0 (0.0%)
20-24 142 (58.4%) 16 (7.6%)
25-29 5(2.1%) 76 (36.2%)
30 - 34 0 (0.0%) 71 (33.8%)
35-39 0 (0.0%) 28 (13.3%)
>=40 0 (0.0%) 19 (9.0%)
Educational Level
(Studying/ Graduated)
Junior high school 17 (7.0%) 20 (9.5%)
Senior high school 17 (7.0%)
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Full-Time Students

Full-Time Workers

(n=243) (n=210)
High vocational 6 (2.5%)
certificate
Bachelor degree 193 (79.4%) 105 (50%)

Master degtree

Doctoral degree

Post-doctoral degree

10 (4.1%)

85 (40.5%)

0 (0.0%)

0 (0.0%)

Internet Access Device

Mobile phone 208 (85.6%) 193 (91.9%)
Tablet 66 (27.2%) 76 (36.2%)
Notebook/ Netbook 188 (77.4%) 147 (70.0%)

Desktop computer

109 (44.9%)

123 (58.6%)

Frequency of Judging
Internet Information
Credibility (from 10

times)
Mean 5.05 5.93
SD 2.721 2.930

The demographics, presented in Table 2, showed that there were more females
than males in both groups (full-time students and full-time workers). The
majority of full-time students were in age between 20 and 24 years old, while the
majority of full-time workers were at age between 30 and 34 years old. Full-time
students were studying at the bachelor level. Full-time workers were graduated
from the bachelor degree. The main devices that both full-time students and
workers used to access the Internet was their mobile phones. From 10 times of
acquiring information from the Internet, the average credible judgments of
online information were slightly more frequent among full-time workers than

full-time students.
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5.2 Measurement Model

A Confirmatory Factor Analysis (CFA) was conducted to validate the convergent
and discriminant validity of latent variables and corresponding items from
literature. Convergent validity was evaluated by checking each item loadings for
each corresponding factor was above the recommended value of 0.50 (Dubihlela
& Dhurup, 2015; Dunn, Seaker, & Waller, 1994). For both university student
sample and full-time worker sample, factor loadings were above 0.50 and were
significant at the 0.001 level. The internal consistency of each factor was
evaluated by Cronbach’s alpha. As shown in Table 3 and Table 4, the results
demonstrated acceptable internal consistency, based on the ideal threshold of 0.7
and an acceptable threshold of 0.5 (Tillmann & Silcock, 1997) or 0.6 (Churchill
Jr, 1979; Rahimnia & Hassanzadeh, 2013). Composite reliability (CR) exceeded
the suggested threshold of 0.7 (Dubihlela & Dhurup, 2015; Horng & Chen, 1998;
Jum, 1978) and minimum threshold of 0.6 (Bagozzi & Yi, 1988; Fornell & Yi,
1992; Jahanshahi, Rezaei, Nawaser, Ranjbar, & Pitamber, 2012; Tsao & Chang,
2010) for factors in both samples.

As indicated in Table 3 and Table 4, the average variance extracted values (AVEs)
were above the recommended cut-off value of 0.6 (Bagozzi & Yi, 1988; Tsao &
Chang, 2010) and acceptable cut-off value of 0.4 (Adeleke, Bahaudin, &
Kamaruddeen, 2015; Dubihlela & Dhurup, 2015; Li, Zhao, Tan, & Liu, 2008;
Mohamed & Anisa, 2012), showing reliability for all items of each factor.
Discriminant validity was assessed by comparing AVEs of two factors with the
squared correlation estimates to evaluate whether constructs differ from each
other. For all comparisons in both samples, AVEs were higher than the square
of correlations as presented in Table 3 and Table 4, indicating good discriminant
validity. In addition, common benchmark criteria were satisfied by the goodness-
of-fit measures (Bentler, 2006; Bollen, 1987; Hooper, Coughlan, & Mullen, 2008;
Kline, 2010; Lomax & Schumacker, 2004; Schermelleh-Engel, Moosbrugger, &
Miiller, 2003; Schreiber, Nora, Stage, Barlow, & King, 2006; Y. S. Wang, Wu, &
Wang, 2009), showing the adequate fit of the research model, as described in
Table 5.
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Table 3. Results of the confirmatory factor analysis and inter-construct correlation matrix
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Table 4. Results of the confirmatory factor analysis and inter-construct cotrelation matrix

for full-time workers
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5.2 Structural Equation Model Analysis
Table 5. Fit indices for measurement models and structural models
Structural | Structural
Measurement | Measurement Model of | Model of
CODEBERLS Recommend Model of Model of odetoe
GG Value Full-Time Full-Time iuu ?n-
LoCSULE Students Workers me me
Students Workers
XZ/df <=3 1.502 1.230 1.449 1.280
SRMR <=.08 .0527 .0550 .0529 .0572
GFI >=9 942 946 936 935
AGFI >=9 908 917 905 905
NFI >=9 920 935 909 923
TLI >9 960 983 960 976
IFI >95 972 987 970 982
CFI >95 971 987 969 982
RMSEA
<.06 .046 .033 .043 .037
p-value for
05<=p p-value = pvalne = | p-valne = | p-value =
test of
<=.10 .651 906 755 .880
close fit
HOTLER >200 229 240 230 225

A structural model was applied to examine causal relationships among the
theoretical constructs. The fit statistics for final models were good, as shown in

Table 5. The overview of structural equation model results is shown in Figure 1.

For the full-time students, four of six paths were significant. The model
accounted for 12.7% of the variance in the credibility judgment behaviour of
students. Intention to search for online information and intention to judge online
information significantly affected full-time students’ credibility judgment
behaviour with path coefficients of -0.236 (p < 0.005) and 0.462 (p < 0.001),
respectively. Intention to search information online of students explained 42.6%
of the variance in their intention to evaluate online information with a path
coefficient of 0.652 (p < 0.001). One U&G factor that was Internet ambiance
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positively predicted students’ intention to seek online information with the path
coefficient of 0.690 (p < 0.01), and the variance was 0.545.

For the full-time workers, four of six links were significant. The model explained
for 18.6% of the variance in the credibility judgment behaviour of students.
Intention to judge online information significantly affected full-time workers’
credibility judgment behaviour with a path coefficient of 0.433 (p < 0.001).
Intention to search information online of workers accounted for 45.0% of the
variance in their intention to evaluate online information with a path coefficient
of 0.671 (p < 0.001). Two U&G factors: convenient information seeking and
Internet ambiance, positively determined workers’ intention to search
information from the Internet with path coefficients of 0.382 (p < 0.001) and
0.275 (p < 0.005) respectively, accounting for 32.7% of the variance in the
intention. Therefore, there were enough evidences to conclude the statements in
hypotheses H74, H3a, H3h, H4a, H4b, H5a (negative impact), H6a, and H6b.

For the student group, the significant paths were UG_IA-1_S,1_S-1_J,I_S-]J_B,
and I_J-J_B. On the contrary, for the worker group, the significant paths were
UG_CIS-L_S, UG_IA- 1_S, I_S- 1_J, and I_J-J_B. The path coefficient for
convenient information secking and intention to search online information was
not significant for the full-time students, whereas the path coefficient for
intention to search for online information and credibility judgment behaviour
was not significant for the full-time workers. Consequently, there was an
empirical evidence to not reject the statement in Hypothesis H7.
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Convenient FULL'TIME STUDENTS
Information
Secking
Intention to **-0.236 Credibility Judgement

Search for Online
Information

Anti-traditional Behavior

Media

Sentiment

*0.690 *H*() 462

***sig. at .001
**sig. at .005

Intention to
Judge Online

Information

Internet

Ambiance *sig. at .01

FULL-TIME WORKERS

Convenient
Information

Secking

Intention to
Search for Online

Information

Credibility Judgement

Anti-traditional Behavior
Media

Sentiment

**%0.433
***sig. at .001

**sig. at .005

Internet Intention to

Ambiance Judge Online

Information *sig. at .01

Figure 1. Standardized estimates for SEM of full-time students and full-time workers
5.2 Discussion of Findings

For full-time workers, their convenient information seeking and Internet
ambiance motivations positively affect their intention to search for online
information to fulfil their tasks. That intention positively drives their intention to
judge the retrieved information. The intention to evaluate online information
finally leads to their credible judgment behaviour. For full-time students, their

Internet ambiance motivation positively influence their intention to seatch for
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online information to fulfil tasks. The intention to search later determines their
intention to judge Internet information. Their intention to judge online
information drives full-time students to evaluate the information quality.
Antecedent factors of credibility judgment behaviour are different between full-
time students and full-time workers. These findings conform to the literature

research as explained in the section 3.

One hypothesis (H54) is statistically meaningful, but in the negative way. This
could be explained by the findings of Metzger et al. (2003) indicating that
students perceived the credibility of all traditional media differently from non-
students, but they did not differ in their ratings of Internet credibility specifically.
Both students and non-students reported that they evaluate online information
rarely or occasionally. Non-students emphasized that they verified online
information more that students did. The students also used the Web for
entertainment purpose rather than for research, news, or business information.
High school students did not use the credibility as a factor in assessing
information. They paid higher attention to the graphics and multimedia of a
website than the quality of information (Agosto, 2002). Young people would
compromise their credibility judgement when faced the dilemma to select
between quickly access resources or to select more credible but more time-
consuming resources. These cases frequently occurred when they believed that
the consequences of using that information were not critical (Rieh & Hilligoss,
2008). In addition, not all college students were confident in their credibility
judgment of information. Some students said they could not know the credibility
of information or the believability of some information sources until they using
it (Rieh & Hilligoss, 2008). Moreover, when using the acquired information for
the reference purpose, respondents gave credibility ratings to the Internet as a
source more than other media, i.e. magazines, radio, and television (Flanagin &
Metzger, 2000). Thus, after the student intended to search information online,
they may not immediately perform the credibility assessment because of their
trust on the Internet credibility.

The rejection of the hypothesis H7a could be explained by the study of Bondad-
Brown et al. (2012) pointing that information was not a significant driver of
television viewing. The purposive value to accomplish something with specified
informational purpose did not positively influence students’ intention to use

social networking systems (Ifinedo, 2016). Use motivations in term of
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convenience and information seeking did not correlate with the number of online
activities (Kaye & Johnson, 2004). Ease of use did not significantly impact the
Internet usage (Nayak et al., 2010). The perceived ease of use was also found to
be stronger for older people than younger people (Pan & Jordan-Marsh, 2010).
The rejection of hypotheses H2z and H2b could be explained by the study of
Johnson and Kaye (2002) stating that reliance on traditional media did not predict
reliance on the Web. Moreover, the credibility of other media (online
newspapers, television news, radio news, and news magazines) was not predicted
by reliance on the Web (Johnson & Kaye, 2002). Internet users did not
significantly perceive the Internet to be a more trusted information source in
relation to traditional media (Flanagin & Metzger, 2000). The rejection of the
hypothesis H5b may be because intention to search did not directly determine
credibility judgment behaviour, but indirectly affect the behaviour through
intention to verify online information. The judging credibility of information was
not always explicitly concerned every time a participant picking up an
information source (Rieh & Hilligoss, 2008). In addition, there was a negative
relationship between self-reported and real information evaluation behaviour
(Flanagin & Metzger, 2007).

6 Implications for Theory and Practice

This study presents a noteworthy contribution to the literature to explore
different aspects of the uses and gratifications theory as predictors of people’s
intention to search online information to complete their tasks. This study also
investigates the direct and indirect influence of two wills: intention to search and
intention to verify online information, on actual credibility judgment behavior.
The strong point of the study lies in the extension of the established TPB
framework with a novel view of the motivations and intention and the
comparison between two groups: full-time students and full-time workers who
may have different tasks to fulfill. The research model has a meaningful
explanatory power, which could be extended to study individuals’ in-formation
seeking and verifying behavior in other contexts in the futures such as searching

Internet information and using it for other purposes.

The findings of this study have practical implications for educators, managers,
and policy makers who support the use of the Internet for searching information

to improve productivity. Firstly, the quality of information is critical. It should
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be evaluated during online information search process. Secondly, the credibility
judgment behavior of individuals is driven by their intention to evaluate
information from the Internet. Credibility judgment intention could be aimed at
assessing information itself, such as organization and content, its source, such as
reputation and credibility of sources, or its presentation, such as design and
layout. Educators, managers, and policy makers should guide their students,
employees, and citizens about how to judge the online information quality.
Thirdly, in terms of intention to search online information, students’ intention to
search for new learning materials, to read and understand the content carefully,
and to organize and to synthesize founded materials or information from various
sources negatively drives their credibility judgment behavior. This may happen
because students plan to put some efforts in the information-seeking phase, so
they possibly neglect to verify the quality of online information suitably.
However, teachers or instructors should emphasize the importance of credibility
evaluation to students. Intention to search online information directly affects
intention to assess that information, and indirectly enhances the credibility
judgment behavior. This result points that when students or employees conduct
any information search for their tasks, they al-ways consider about evaluating the
content, source, and presentation of Internet information. Therefore, educators,
managers, and policy makers should increase knowledge and enhance the
experiences of students and workers regarding searching for new Internet
materials, skimming and scanning the retrieved information, and synthesizing
information from different online channels. Lastly, to understand why students
start an online search for task completion, they search from the Internet because
of Internet ambiance. They like the good content/ writing of online content.
They think that online content is interesting. They also want to access new con-
tent from new content providers or specific topics. Employees are driven to
search online in-formation to fulfill their tasks due to the Internet ambiance as
well. In addition, they access the Internet content because they want to get
information quickly, to access information anywhere, anytime, and to reach a
wide variety of information. Educators and managers should give some advices
about objectives before search and clearly specify the seriousness of information
credibility used to accomplish their school/ working tasks, to make students and

workers propetly trading off between speed and quality.
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7 Conclusion and Future Research

This exploratory study introduces a research model of constructs that are
possibly affect intention to seek for online information. The intention to search
information to complete studying or working tasks together with the intention
to assess the online information quality are later posited to influence actual
credibility judgment. The research model is developed based on the Theory of
Planned Behaviour and the Uses and Gratifications theory. This study fills the
gap by utilizing nascent U&G factors as the determinants of individuals’
decisions to evaluate information for task fulfillment critically. Structural
Equation Modelling (SEM) is used to test the formulated model, applying data
collected from sutrveys of full-time students and full-time employees. Findings
indicate associations between U&G factors and TPB factors. Data analysis
supports 9 out of the 13 proposed hypotheses. This paper presents two sample
sets of the model and suggests some guidance for teachers/ instructors,
administrators, and policy makers to nurture credibility judgment to their

students and workers.

Although this study shows some interesting results, it has some limitations.
Firstly, the majority groups were females and people with Bachelor degree
backgrounds. Secondly, the purpose of information search and verification
focused only on fulfilling school/ working tasks. Thirdly, some constructs met
the acceptable criteria even though they were adapted from the literature
research. Therefore, it could not claim that the findings can be generalized to

other countries with different environments.

Future research should conduct the study with some more samples from other
countries, different comparison groups such as undergraduate students versus
graduate students, professionals versus trainees, various information secking
purposes such as for personal pleasure, and task types, to increase
generalizability. More antecedents of information search and judgment should be
investigated, drawing from other theories such as Behavioral decision theory.
Relevant factors impacting credibility judgment behavior should be added such
as knowledge for credibility verification. Socioeconomic factors relating to
information-seeking process such as gender and occupation should be explored.
Qualitative study should be conducted to enhance understanding about
information-seeking process. Longitudinal study should be explored to expand
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conclusive information. More studies are needed to understand why some uses
and gratifications constructs were not significant such as anti-traditional media
sentiment. The measurement items for some constructs such as Internet

ambiance should be further refined to meet the ideal threshold.
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1 Introduction

Innovative new digital technologies arise within the field of education every day.
Many educational technologies have been developed over the last years: e-
learning, Massive Open Online Courses (MOOCs), Computer Supported
Collaborative Learning (CSCL) and many more (Kirkwood & Price, 2014). In
literature, all are referred to as “Technology-Enhanced Learning’ (TEL). TEL has
the potential to reproduce existing teaching methods and supplement or
transform teaching and/or learning processes and outcomes (Kitkwood & Price,
2014).

Recent research on the acceptance of mobile e-banking (Baptista & Oliveira,
2017) showed that using gamification - ‘the use of game elements in a non-
gaming context’ (Deterding, Sicart, Nacke, O’Hara, & Dixon, 2011) - has a big
impact on the adoption of new mobile banking technology. Using game elements
in a non-gaming context is already being applied in different industries, domains
and subjects, such as health, retail, military, government and in education
(Robson, Plangger, Kietzmann, McCarthy, & Pitt, 2015).

It is expected that gamification will more easily capture and sustain the interest
of millennials (Baptista & Oliveira, 2017) - as they are ‘raised on games’ (Gamrat,
Zimmerman, Dudek, & Peck, 2014). There seems to be a large potential impact
in using gamification for improving acceptance and use of new technologies in
education. This study aims to gain better and new insights on how to improve
the acceptance of new educational technology by applying gamification elements.
Currently, gamification has a low solution maturity (Liu, Santhanam, & Webster,
2017); we recognize the opportunity to contribute new knowledge to this field
and to propose new connections. Our research intends to yield a deeper
understanding on the impact of gamification in the adoption of technology
(Baptista & Oliveira, 2017) by answering the following research question: ‘What
is the relationship — according to literature - between gamification elements and
the core constructs that influence the acceptance of technology, in the context

of education?’.
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2 Theoretical Background
2.1 Technology-Enhanced Learning

Technology-Enhanced Learning (TEL) gives the advantage of easier access to
information and creates flexibility in time and location of learning for the student,
the lecturer and the organization. It is focused on being learner-centered to
achieve positive learning results (Trepule, Tereseviciene, & Rutkiene, 2015).
These advantages explain why innovations such as flipping the classroom or
blended learning, backed by digital technologies have become popular lately (Y.
Song & Kong, 2017). Various research (Al-Qahtani & Higgins, 2013; Garrison
& Kanuka, 2004; Rovai, 2004; Yapici & Akbayin, 2012) shows that students’
achievements and their attitudes toward learning in blended learning positively
changed compared to face-to-face learning. The discrepancy between the
intentions of TEL and its acceptance by learners is a widely recognized problem
in educational settings and has been subject to various recent studies. The
acceptance and adoption of TEL by students is influenced by the ease of use,
usefulness, utility, enjoyment and software availability perceived by students
(Acosta-Gonzaga & Walet, 2018; Bouchrika, Harrati, Mahfouf, & Gasmallah,
2018).

2.2 Acceptance of Technology

Problematic adoption of new educational technology is not without precedent
(Flavin, 2017). To find reasons for (non)acceptance of new technology, multiple
adoption theories have been introduced since the 70s. In 1980, Ajzen and
Fishbein (Ajzen & Fishbein, 1980) published the ‘Theory for Reasoned Action’
(TRA), which was adapted by Davis (Davis, 1989) to the ‘Technology
Acceptance Model” (TAM). This model suggests that the adoption of an IT
system is determined by the users’ intention to use the systems, which is
determined by the users’ attitude towards this system (Davis, 1989; Surendran,
2012). The attitude is influenced by two perceptions: (1) the perceived ease of
use, and (2) the perceived usefulness of the system. The most widely accepted
theory today is the Unified Theory of Acceptance and Use of Technology
(UTAUT) by Venkatesh, Mortis, Davis, & Davis (Venkatesh, Morris, Davis, &
Davis, 2003). Venkatesh, Thong and Xu (2012) consequently introduced a
further refinement of the UTAUT model: the UTAUT2 model. While the first
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UTAUT model only had four constructs, the new model has seven constructs
(Venkatesh, Thong, & Xu, 2012): 1) Performance Expectancy; 2) Effort
Expectancy, 3) Social Influence, 4) Facilitating conditions, 5) Hedonic
Motivation, 6) Price, 7) Habit. In recent research on the acceptance of mobile e-
banking (Baptista & Oliveira, 2017), it was found that using gamification has big
impact on the acceptance of the new ‘mobile banking’ technology. In the next

paragraph, we will elaborate on the concept of gamification.
2.3 Gamification

Gamification is defined in several different ways, and tends to differ per person,
both in industry as within academia (Landers, Auer, Collmus, & Armstrong,
2018). However, the most accepted definition of gamification is “the use of game
elements in a non-gaming context” (Deterding et al., 2011). This definition
accurately describes both the means (game elements) and the context of

application (non-gaming).

The world of games in real-life is immense: in 2015, 91.5 billion dollars was spent
on playing digital games (Warman, 2015). Games are not only playful and fun,
but have the opportunity to be instructive and meaningful for learning at the
same time (Hummel et al., 2011). Central to the concept of gamification lies on
the belief that, as gaming is more fun, adding game elements to a non-gaming
system can make dull activities more attractive (Zichermann & Cunningham,
2011), and it triggers, if used in the right way, intrinsic motivation to use that
system (Yildirim, 2017).

Ganmification elements are the basic building blocks for gamified applications
(Deterding et al., 2011; Liu et al., 2017; Werbach, 2014). The term ‘elements’
shows the difference of gamification and serious games (Deterding et al., 2011).
In general, gamified solutions can be split up into three elements: rules, a system
and fun (Mora, Riera, Gonzalez, & Arnedo-Moreno, 2017). According to the
MDA—framework proposed by Hunicke, LeBlanc and Zubek (2004),

gamification can be divided into three design components:

1. Mechanics, describing the particular components of the game, at the

level of data representation and algorithms; They do not change from
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one player to the next, but stay the same (Robson et al., 2015) and are
the foundational aspects of the gamified experience.

2.  Dynamics, describing the run-time behavior of the mechanics on acting
on player inputs and any other outputs over time; Dynamics are about
‘how’ the player follows the mechanics.

3. Aesthetics, describing the desirable emotional responses evoked in the
player when reacting with the game system (Hunicke et al., 2004).

Robson et al (Robson et al., 2015) conceptualized Aesthetics as Emotions.
Gamification emotions are ‘the mental affective states and reactions evoked
among individual players when they participate in a gamified experience’ (Robson
et al, 2015). A preliminary, explorative literature review yielded no single
accepted list of default gamification elements. Based on that review, we give a list
of the gamification elements we encountered most often in gamification

literature below, categorized based on the MDA-framework.

Table 1: Most encountered gamification elements in literature.

Mechanics Dynamics Aesthetics/Emotions
Points Increasing Task Avatars

Badges Difficulty Meaningful stories
Leaderboards Social Games &

Performance Graphs Teamwork

Virtual Gifts & Items

2.4 Linking gamification elements to UTAUT2-constructs

To explore the possible impact of gamification elements on UTAUT2 constructs,
we created the table below with (an adaptation of) UTAUT2-constructs as
columns and the above listed gamification elements as rows. Our adaptation of
the list of UTAUT2-constructs is two-fold: 1) we changed Performance
Expectancy into Learning Expectancy, since performance in TEL can be defined
as learning and 2) we removed the construct Price, since users of TEL-solutions
(pupils, learners, students) usually do not pay for this usage (licenses are paid for
by the school or university). We will use Table 2 as an instrument to position

studies we find in our systematic literature review later.
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Table 2: Table to position studies that relate gamification elements to technology

acceptance constructs.
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Social Games & Teamwork

Dynamics Levels, Missions, Challenges & Quests
. Avatars
Aesthetics Meaningful Stories
3 Methodology

In this study, we aim to gain insights into which gamification elements have the
potential to influence which aspects of the acceptance of technology. To achieve
this goal, we performed a systematic literature review by following three steps as

adapted from the approach by (Mortenson & Vidgen, 2016):

1. Define search criteria; To search though these databases we used a
search query which was formulated based on our first explorative
literature research: (“Gamification” OR “Game element*”) AND
(“Learning® OR “Learning Expectancy” OR “Effort*” OR “Social
Influence” OR “Facilitating Conditions” OR “Hedonic Motivation” OR
“Habit”);

2. Searching in databases; We used a meta search engine which is
connected to 63 of the biggest research databases worldwide. The
tfollowing inclusion criteria are used during our search process:

e  Tull-text, peer-reviewed publications;

e DPublished in the last five years (between 2013 and 2018);
e  Written in the English language.

3. Selection; The resulting publications were selected based on relevancy
for our research objective, with the specific focus on the acceptance of

technology (instead of increasing learning performance in itself).
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Whenever we found relevance sources in the full text, we followed the

same process to check their relevance.

The included publications were then added to our database with name of the

author(s), (sub)titles, and results (outcomes, game elements used), and used to fill
Table 2.

4 Results

In this section the results of our literature review are presented. The total hits for
our search terms (N = 1271), resulted in a total of 56 studies that meet the
inclusion criteria, see Figure 1. After we selected the relevant studies, we
positioned these studies according to the gamification elements and the
technology acceptance constructs discussed in the respective studies. This gives

us the complete overview and main result as presented in Table 3.
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Figure 1: Search process results.
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A first glance at Table 3 makes us notice three aspects immediately:

1. Some of the cells are empty, i.e. we did not find any literature on the
relation of 21 out of the 54 combinations of a gamification element and
an UTAUT2-construct;

2. Some of the cells are very densely filled with references, i.e. most studies
we found concentrate on the same combinations of a gamification
element and an UTAUT2-construct;

3. Some of the selected studies appear in multiple cells, i.e. few studies
focus on single gamification element and/or a single UTAUT2-

construct.

We focus our review of the content of Table 3 on three notable aspects: Learning
Expectancy, Social Aspects and Hedonic Motivation. For the sake of
completeness, the entire table with results of the review is included as an

appendix to this manuscript.
4.1 Learning Expectancy

For all gamification elements, we found studies that related that element to the
construct Learning Expectancy. For the Mechanics elements such as Points,
Badges and Performance Graphs and Virtual Gifts, many studies find that
rewarding and showing progress increases the expectancy of the learner of the
value of the TEL solution (Attali & Arieli-Attali, 2015; Cardador, Northeraft, &
Whicker, 2017; Hamari, 2013; Landers, Bauer, & Callan, 2017; Ling et al., 2005;
Robson, Plangger, Kietzmann, McCarthy, & Pitt, 2016; Sailer, Hense, Mayr, &
Mandl, 2017). Points are typically used to give a reward for successful
accomplishments of specified activities in the game, and serve to represent the
progress of the player (Attali & Arieli-Attali, 2015). Badges indicate the achieved
competence level and visibly show the level and goals (van Roy & Zaman, 2018).
Clear achievements, like badges, improve safety and understanding of learning
goals (Gasland, 2011). By rewarding the player with an item, they will feel that
they are performing well (Dominguez et al., 2013). Such Mechanics elements
provide a continuous and direct feedback mechanism which links directly to
perceived usefulness (Attali & Arieli-Attali, 2015; Cardador et al., 2017; Sailer et
al., 2017) and visualizing competence development, increasing the feeling of

value (Hamari, 2013) and the task meaningfulness (Sailer et al., 2017).
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Furthermore, Dynamics and Aesthetics elements also have potential impact on
Learning Expectancy. For example, interaction between students can achieve
cross-learning and affect the performance expectancy of a game (Toda, do
Carmo, da Silva, Bittencourt, & Isotani, 2018). Working in a team can positively
influence the learner-learner interaction and improves knowledge sharing (Diep,
Cocquyt, Zhu, & Vanwing, 2016), showing direct and explicit value. By giving
players all a meaningful role, a sense of relevance can be triggered (Groh, 2012;
Hitchens & Tulloch, 2018), boosting the expected feeling of value. And finally,
avatar offers the players freedom of choice and autonomy and increases decision

freedom and task meaningfulness (Annetta, 2010).
4.2 Social Aspects

We see a clear relation in Table 3 between the element Social Games and
Teamwork and the construct Social Influence. Studies in this cell note that social
gaming affects experiences of social relatedness (Molinillo, Mufioz-Leiva, &
Pérez-Garcia, 2018), e.g. students can ‘play’ in groups, and share their results and
high-scores conveniently on (external) social networking platforms (Baabdullah,
2018; Hamari & Koivisto, 2015). Social gamification elements can even spark the
‘fear of missing out’ (van Roy & Zaman, 2018).

Mechanics elements also have a potential impact on social influence. For
example, individuals are more likely to engage in behaviors that they perceive
others are also engaged in (Sjéblom, Térhénen, Hamari, & Macey, 2017), which
can further be triggered through badges and leaderboards. Badges symbolize
membership in a group of those who own the same badge and it has a social
influence on players and co-players, especially when these badges are rare or hard
to obtain (Hamari & Koivisto, 2013). With a leaderboard, players are ‘ranked’
according to their relative success, measured against chosen success criteria. As
it shows who of the players performs best, it triggers competitiveness. This
competition can have a positive influence for the people at the top of the list, but
can have negative effects for the players at the bottom of the list (Jia, Liu, Yu, &
Voida, 2017). Landers (2017) states that positive effects are more likely if the
‘competitors’ have approximately the same level. Kyewski & Krimer (2018)
showed that using badges that could only be viewed by the individual themselves
was evaluated more positively than those that were openly shared with others.

Aesthetics elements can also have impact on the Social Influence. A shared,



Jan. Elderen & E. Stappen: The Potential Impact of Gamification Elements on the Acceptance of

Technology in the Context of Education: A Literature Review 187

meaningful goal, can foster experiences of social relatedness (Sailer et al., 2017)
and in cooperative games, avatars can help to become a part of a community
(Annetta, 2010).

4.3 Hedonic Motivation

Most selected studies that focus on Hedonic Motivation, operationalize this
construct in terms of enjoyment, intrinsic motivation or engagement. Most
studies relate this construct with the elements Points, Leaderboards and Social

Games & Teamwork.

Interactivity and feedback have a positive impact on the perceived enjoyment
(Hsu & Lu, 2004; Lin, Wang, & Chou, 2012; Wang & Wang, 2008). Pappas (2015)
found in a survey that 89% of the students state that a point system would

increase their engagement.

However, several studies propose conditions before gamification elements can
have positive effects on Hedonic Motivation. For example, Aparicio et al (2012)
found that positive effects only occur when Mechanics elements are presented in
a non-controlling and voluntary setting. Points only increase intrinsic motivation
when the reward is the outcome of an achievement (Doherty, Palmer, & Strater,
2017). Mekler, Brithlmann, Tuch, & Opwis (2017) found in a controlled
experiment with points and badges - contrary to earlier studies - that points and
badges did not affect intrinsic motivation significantly. Leaderboards also might
have a negative impact: students in a team low in the rankings seems to suffer
lower levels of self-believe and will likely move away from the solution (van Roy
& Zaman, 2018).

Using social media or multi-player games creates a ‘we-intention’ (Shen, Cheung,
& Lee, 2013) and social norms (Hsu & Lu, 2004). Meaningful stories, with
narrative context, will give meaning to score more points and achievements

(Malamed, 2012).

The element Levels, Missions, Challenges & Quests is closely related to the
motivational aspect of mastery and indeed we see several studies stating that
increasing the task difficulty does increase engagement and enjoyment (Banfield
& Wilkerson, 2014; Li, Grossman, & Fitzmaurice, 2012; Seaborn & Fels, 2015).
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However, again not all potential impact is positive. For example, (van Roy &
Zaman, 2018) found challenges to only be effective for those students who we
already motivated to do well from the very start.

5 Conclusion

We have conducted a systematic literature review on the potential impact of
gamification elements on the acceptance of technology in the context of
education. Supported with previous systematic reviews of current gamification
research (Hamari, Koivisto, & Pakkanen, 2014; Mekler et al., 2017; Oliver, 2017,
Pedreira, Garcfa, Brisaboa, & Piattini, 2015; Seaborn & Fels, 2015) and critical
review studies related to gamifying education (Dichev & Dicheva, 2017; Stott &
Neustaedter, 2013), we can conclude that:

1. few studies have investigated the effect on individual gamification
elements, especially in encountered in a controlled experimental setting;
2. the success of its application is mixed and the knowledge of how gamify

educational environments is still limited.

We see several opportunities for future research. It is still unclear how these
gamification elements can be successfully implemented in existing TEL solutions
in practical settings. Other listings or classifications of game elements could also
be explored. Sometimes, several studies we reviewed contradict each other in
terms of positive or negative impact on the acceptance. We still believe applying
gamification in educational settings can have benefits, but we also acknowledge
it is not an easy undertaking and requires both contextual and situational
considerations. We hope our results can support both researchers and
practitioners to make such considerations based on relevant literature. Finally,
our model of positioning studies might help researchers in designing their studies

and practicitioners in designing their interventions.
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Abstract Digital transformation has changed all aspects of life, including
the music market and listening habits. The spread of mobile devices and
music streaming services has enabled the possibility to access a huge
selection of music regardless of time or place. However, this access leads
to the customer's problem of choosing the right music for a certain
situation or mood. The user is often overwhelmed while choosing music.
Context information, especially the emotional state of the user, can help
within this process. The possibilities of an emotional music selection are
currently limited. The providers rely on predefined playlists for different
situations or moods. However, the problem with these lists is, that they
do not adapt to new user conditions. A simple, intuitive and automatic
emotion-based music selection has so far been poorly investigated in IS
practice and research. This paper describes the IS music research project
"Moosic", which investigates and iteratively implements an intuitive
emotion-based music recommendation application. In addition, an initial
evaluation of the prototype will be discussed and an outlook on further

development will be given.
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1 Introduction

Smartphones, mobile broadband connectivity and music streaming services have
massively changed the way people listen to music in everyday life. Music listeners
now have the ability to access an almost unlimited number of songs and consume
them anytime as well as anywhere. Listening to music accompanies us in all
everyday situations (DeNora, 2011). Whether at parties or weddings, on the drive
to work, in the gym or alone at home, music has become part of our social and
physical environment (Pettijohn, Williams, & Carter, 2010). The time we spend
listening to music every day increases from year to year. On average, people now
listen to over four hours of music per day (Nielsen, 2017). Every second person
uses music streaming services and around 80 percent of smartphone owners
frequently use their devices to listen to music (Clement, 2018). Consequently,
listening to music is the most important accompanying activity in our society
(DeNora, 2011).

Music streaming has become the way music is consumed. From 2013 to 2018 the
number of music streams listened to per year increased nine times and just from
2017 to 2018 it increased by 50 percent (IFPI, 2018; Nielsen, 2019). Streaming
now accounts for 75 percent of music industry revenue (RIAA, 2018).

The mass of choices created by the digitalization and streaming of music, as well
as the availability of music independent of time and place, can lead to user
problems. Since music is emotional, it can strengthen and change the emotions
of the listener. As a result, people enjoy listening to music that fits their mood
and situation. It is not always trivial to find the right music for the listening

situation and the uset's mood. (Sloboda, 2011).

Users are often overwhelmed by the large number of digital music titles and the
possibilities for selecting music based on mood are currently very limited. Music
streaming services, such as Spotify or Apple Music, offer pre-defined playlists to
structure music for their user base and to facilitate the selection. This can be done
in different ways. The most common way to classify music has been the genre
for a long time, although this distinction is usually not clear. Nowadays, playlists
should be compiled according to the situation and mood. Accordingly, music

platforms increasingly offer such playlists.
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The problem with these playlists is, that they do not adapt to new user situations.
If the situation changes, the user has to select a new playlist that fits to his needs.
A change in the situation or mood leads to a new search and an associated high
as well as time-consuming interaction with the service. However, if the service
knows the situation or mood of the user, it can react accordingly and generate a
new, adapted playlist. Thus, such a service would be called a smart, context-based

music player.

Situations and activities often lead to certain user emotions or are associated with
concrete moods. As a result, the categorization and selection of music according
to mood or emotion is a modern possibility of context-based and user-centered
music classification (Jamdar, Abraham, Khanna, & Dubey, 2015). The research
field of emotional music recommendation in the IS discipline is relatively new,
but on demand. The increasing sale of modern mobile devices such as
smartphones and smartwatches is creating new opportunities for user interaction
and the collection of user data. The research project Moosic deals with the
development and investigation of an emotional music player which is easy and
fast to use and enables an immediate emotional change in the music playback

with one click.

In the context of this contribution the context-based — here especially emotion-
based — music playback will be dealt with in more detail. It also shows how music
can be classified on the basis of emotions and what possibilities the current
prototype of Moosic offers to recommend music. Furthermore, a comparative
user study to different user interfaces of Moosic will be introduced and discussed.
Finally, the paper is summarized and an outlook on the future significance of
context-based music recommendations in the digital world, as well as on the

automatic capture of emotions as an extension of the prototype is given.



32ND BLED ECONFERENCE

206 i -
HUMANIZING TECHNOLOGY FOR A SUSTAINABLE SOCIETY, CONFERENCE PROCEEDINGS

2 Theoretical Foundation

2.1 Music Recommendation

Music has an influence on our mood and can support or change it (Gaston, 1951).
In order to bring the musical influence on our mood in line with our situation,

music must first be categorized (Brinker, Dinther, & Skowronek, 2012).

As already mentioned, this can happen in different ways. The most commonly
used way to classify music nowadays is by genre. The entire categorization of
artists and albums, as well as the creation of chart rankings, is based on the
classification by genres. Playlists such as “Hip-Hop”, “Rock” or “Country”,
which are genre-based, are referred to as content-based playlists. However, these
genres are often very broadly based and the boundaries between them are still
blurred, making the problem of automatic classification of music a non-trivial
one (Scaringella, Zoia, & Mlynek, 2006). Moreover, Daniel Ek — Founder and
CEO of Spotify — said as early as 2015 that music search and classification is
moving away from the genres. People are no longer looking for hip-hop or
country, but for activities or a particular experience. Therefore, the playlists

should be generated according to the situation and mood.

Playlists such as “Happy Hits” or “Sports Power” are composed accordingly and
are referred to as context-based playlists. In addition to these two types of
playlists, there are also those that cannot be clearly assigned. These playlists have
both content-based and context-based characteristics. This is referred to as
hybrid playlists. Examples would be playlists like “Dance Party” or “Chill Hits”.
The following Table 1 shows exemplary playlists from Spotify for the three
different types with their key statistics. All playlists are from the Top 50 Spotify
playlists.
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Table 1: Examples for different playlist types

Classics

Dance Party

Playlist type Content-based Context-based Hybrid
Playlist title Rock Classics Happy Hits Dance Party
Follower 5,137,461 3,395,018 2,940,899
Avg. monthly listeners 689,253 964,063 110,936
Monthly listeners to followers ratio |13 % 28 % 4 %

Spotify ranking 12 31 45

(Data retrieved from Chartmetric.io on March 01, 2019)

Initial analyses have shown that the proportion of such context-based playlists is
growing, even though content-based playlists are currently still more common.
However, these available context-based playlists are already more popular. The
analysis was based on the 973 playlists from the "Genres and Moods" section of
the music streaming service Spotify. About 57 percent of the playlists examined
are content-based and only about 37 percent context-based. Hybrid playlists
account for about 7 percent. Nevertheless, if one considers the average number
of followers, context-based and hybrid playlists are much more popular than
content-based ones. The growth in followers from 2017 to 2018 is also more
than 20 percent higher for these two playlists than for content-based playlists.
Accordingly, it can be deduced that there is already a rethinking about the
composition of playlists in music streaming services, which is mainly influenced
by the user base. The increasingly widespread digital personal assistants are also
getting functions to get music for the current situation and mood. For example,
Alexa (the virtual assistant of Amazon) now supports the selection of a playlist
on request and takes current conditions and user preferences by interviewing the
user into account (Welch, 2018).
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2.2 Emotions and Music

In the course of the digital transformation, new possibilities arise to support the
users on the hardware and software side. Modern mobile devices make it possible
to precisely capture the context of a user. This is made possible by a multitude
of sensors, which are installed in smartphones as well as smart watches and
accompany the user inconspicuously in his everyday life. Thus, it is possible to
move mobile applications even closer to the user needs in order to provide him
with a concrete benefit in the situation. Due to technological progress, the cost
and size reduction of devices and the further development of sensors in the
context of digital transformation, situation-oriented applications are constantly
being driven forward (Yurur et al, 2016). Current smartphones and
smartwatches are able to determine the current emotion of the user. With the
help of various sensors, like pulse, skin temperature or skin conductance, these
mobile devices ate able to draw conclusions about the emotional situation of the
user. Due to the strong influence of emotions on the user, these will be examined
in more detail below in relation to the music played. In the concrete case of the
prototype Moosic, a service was created, which gives the user the opportunity to
adjust the music playback to his current emotional state. This is done within the

first prototype via user input (see also Chapter 3).

Emotions are the reaction of the human body to an occurring stimulus, such as
an event of certain importance. The reasons for such an emotional reaction can
be of different nature. For example, an emotional response can be triggered when
a user is prevented from satisfying his needs or achieving his goals. Furthermore,
the occurrence of an emotional response can be the result of an existing
emotional situation or a previous emotional situation. In the perception of an
event in the human environment, it also becomes apparent that emotions involve
a degree of pleasure or displeasure (Brave & Nass, 2009; Cabanac, 2002). The
emotional reaction to an event or a concrete situation can therefore be positive
or negative. Emotions can also lower the threshold of the occurrence of other
emotions. Emotions are a typically human trait which can influence many aspects
of our lives. Thus, the perception, rational thinking and even the decision-making
of a user are not free of emotions (Brave & Nass, 2009; Hussain & Bieber, 2009;
Reeves & Nass, 1996). While emotions are triggered by a certain event and only
exist in a relatively short time period, moods are caused indirectly and trend to

exist over a longer term.
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Thus, emotions last seconds and moods can remain for days. Moods are also able
to influence judgement and decision-making, while at the same time they can
lower the threshold for emotions (Brave & Nass, 2009). Although there is a
difference between moods and emotions, in this paper, both terms are treated
synonymously here. For instance, the Circumplex-Model-of-Affect by Russell
(1980) offers a possibility to classify emotions and to represent them in a model
(see Chapter 2.3).

Due to the strong influence of emotions on many different aspects of our lives,
this prototype will use emotions as a basis for music selection and playback. The
modern sensory possibilities of mobile devices offer the possibility to understand
individual situations of a user and to provide suitable music for them. Since
emotions are the result of a concrete situation, they can be used as a kind of
situational variable to adapt the music playback to a special customer situation.
Emotions and music are strongly connected. Music is capable of triggering
emotions, amplifying, weakening or even changing them (Sloboda, 2011).
Conversely, a concrete situation can influence the uset's needs to listen to a
specific type of music. Thus, situations cause emotions and emotions can act as
a guide for the music selection. As already mentioned, common classifications of
music often concentrate on genres and try to classify music into artificial and
inseparable categories. A system-based and automatic (emotional) classification
of music is already possible and appears to be more natural and humanly (Jamdar
et al., 2015).

2.3 Emotion-based music recommendation

»The idea [of Context-Aware Music Recommender Systems (CAMRS)] is to
recommend music depending on the user’s actual situation, emotional state, or
any other contextual condition that might influence the user’s emotional
response and therefore the evaluation of the recommended items.* (Ricci, 2012,
p. 865). CAMRS have been researched for some time, but the increasing mobile
use of services is creating new challenges. Due to the great importance of
emotions in and for music, emotional music recommendation has become
particularly important as a sub-area of CAMRS. The research field of emotional
music recommendation in the IS discipline is relatively new, but on demand.
Only a few IS prototypes investigate emotional music recommendations (see e.g.
(Ayata, Yaslan, & Kamasak, 2018; Janssen, Broek, & Westerink, 2012; Nathan,
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Arun, & Kannan, 2017)), but they do not sample a multidimensional emotion
model that has already been verified. According to Russell's Circumplex-Model-
of-Affect, emotions can be classified in a two-dimensional order. This model
arranges the emotions in circular order according to arousal and valence. The
dimension of arousal ranges from calming or soothing to exciting or agitating,
whereas the dimension of valence ranges from highly negative to highly positive
(see Figure 1, left side).

Therefore, the model is able to represent each emotional state in the form of a
certain degree of these two dimensions (Kensinger, 2011; Russell, 1980).
Basically, the emotions can be divided into the four quadrants Q1 - Angry, Q2 -
Happy, Q3 - Sad and Q4 - Relaxed.

Based on Russell's circular emotion model, Thayer developed an alternative
emotion model that arranges 11 emotional states using tiles (Thayer, 1991).
Thayer's model is also based on the two dimensions arousal and valence (see
Figure 1, right side). Both models were simplified as well as colour coded in the
research project and for the prototype to simplify the user interface and
accordingly the selection process by the user (see also Figure 3).

EXCITED

PLEASED

SLEEPY

a) Emotion classification by Russell b) Emotion classification by Thayer

Figure 1: Human emotional classification model a) by Russell (1980) and b) Thayer (1991)

In the case of music, this two-dimensional scale can also be used to classify songs
emotionally. Here energy corresponds to the human activation or arousal and
valence to the human mood (Krause & North, 2014; Russell, 1980). Popular
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streaming services such as Spotify use these two music parameters to classify
music (Jamdar et al., 2015). Energy in music is a perceptible measure of intensity
and activity. Typically, energetic tracks feel fast, loud and intense. For example,
Death Metal very often has high energy, while a ballad has low values on the
scale. Valence, on the other hand, describes the musical positivity conveyed by a
piece of music. Songs with high valence sound more positive (e.g. happy,
cheerful, euphoric), while pieces with low valence sound more negative (e.g. sad,
depressed, angry) (Kim, Lee, Kim, & Yoo, 2011). In order to better understand
the emotional classification of music, Figure 2 shows the classification of
different songs from various genres. Valence and energy are strong indicators for
the acoustic mood and the overall emotional quality of a song (Krause & North,
2014).

& . Linkin Park -
o !
= E L Don‘tstay
Son Pharrell Williams —
9 Happy
.| Genre Pop

Energy 0.822 (++)
Valence 0.962 (++)
Emoticn Happy

Jack Johnson —
Better together

Genre Folk
Energy 0.346 ()
Valence 0.659 (+)
Emotion Relaxed

Emotional music classification Comparison of two songs

Figure 2: Emotional classification of music by energy and valence parameters with

Song

exemplary songs for each quadrant

Spotify determines and stores these emotional parameters automatically by
algorithms for each individual song in addition to other parameters such as
danceability or speechiness. These so-called high-level parameters are generated
by using low-level and mid-level features of the music. Low-level features are
timbre and temporal features whereas mid-level features are rhythm, pitch, and
harmony. Both have been used predominantly in music classification, due to the
simple procedures to obtain them and their good performance. However, they
are not closely related to the intrinsic properties of music as perceived by human
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listeners (Fu et al., 2011). Accordingly, nowadays the derived high-level features
are primarily used to recommend music and to create playlists. These parameters
are set on a scale from 0.0 to 1.0. Consequently, songs in the first quadrant have
a high energy and a low valence value and songs in the fourth quadrant, for

example, have a low energy and a high valence value.

The right side of Figure 2 shows the two songs "Better togethet" by Jack Johnson
and "Happy" by Pharrell Williams with their genre classification and their values
for energy and valence. Furthermore, it is indicated in which emotional quadrant

they are classified.

The first song is characterized by a low energy and a high valence value.
Accordingly it can be classified as relaxed. The second song has both, a very high
energy and a high valence value and can be classified as happy. The presented
parameters energy and valence as well as the two-dimensional emotion models
were used in this project to develop a prototype, which selects and plays music

based on an emotional mood input (see Chapter 3).
3 Moosic Prototype

The prototype "Moosic" was developed as part of the research project. The
application uses Spotify and the available APl to create a playlist based on the

user-selected genres and the emotional input of the user (see Figure 3).

The music selection works via a circular avatar, which shows the Spotify profile
picture of the user. Moving the avatar allows the user to select his emotional
state. During the implementation of the emotional input area, attention was paid
to a user interface that is as simple as possible and therefore color-coded. The
models were implemented in a somehow simplified way to not overwhelm the
user while selecting the emotional state. Both, an input area based on Russell's
model (see Figure 3, right side) and one based on Thayet's model were
implemented (see Figure 3, left side).

The advanced settings of the application can be used to switch between the two
surfaces. In addition, the user can select several genres as well as the popularity
of the songs to further adapt the music selection by the system to his personal

preferences. The position of the avatar (user input) in the frontend is interpreted
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by the system in the backend as x- and y-axis values between 0.0 and 1.0. The
position of the avatar on the x-axis represents the value for valence and on the
y-axis the value for arousal. These values are provided with a certain tolerance
range, which is +/- 0.1 by default, but can be changed in the settings. The
tolerance range results in minimum and maximum values for valence and energy,
which are combined into a request to the Spotify API for the selected genres. To
this request, Spotify returns a playlist with 20 matching songs, which is played

randomly (see Figure 4).

Preferences, Spotify profile meesic

- — D
Selection Area according fo;
4 Thayer Russell
S [Ruszell b
Move profile picture
to set mood
e . andto send
a music request
Sample selection:
SLEEPY

| Relaxed Happy W

Recommended song
== Better Together -
Jack ”?m Cover, Title and Artist “DHaEpyb‘FerQ,,
espicable Me
Pharell Wiliams
oM Playback options LN .
Selected Genres: pop, folk Selected Genres Selected Genres: pop, folk
c Expert information
xpert Info Expert Info
Selected Teack Parametersfor energy andvalence Selected Track
Enargy  — — fromthe inputarea (Selected) Energy  e— —

Valency  ee— — fromthe recommendedtrack

Valonco  e—

Figure 3: User interface of Moosic with input area according to Thayer (1991) left and
Russell (1980) right using two example entries (Relaxed and Happy)

In addition to the emotional input area, the application provides information
about the currently played song as well as the usual playback options. You can
also activate an expert mode, which displays more information, like the search
parameter input and the parameters for the actually played song. In addition,
the expert mode allows the music selection to be further restricted.
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FRONTEND BACKEND
i, . .
f AR input value x-axis 0.86 min. / max. valence Spotify playlist (20 songs), e.g.:
input value y-axis min. / max. arousal fr—
; + williams—
user preferences — Happy
e — i
User input Input interpretation Moosic request to Spotify Spotify answer
Figure 4: Input/output process and data processing of Moosic
4 Evaluation of Moosic

In a first experiment the prototype of Moosic was evaluated. The experiment was
conducted in the form of a controlled laboratory experiment. Four patticipants
carried out the experiment at the same time. In order to enable standardized test
conditions that ensure comparability of the results, attention was paid to uniform
instructions and equal the testing conditions. The probands were divided into
two test groups, resulting in a Between-Subjects study design. Each participant
received the same accompanying online questionnaire and was exposed to the
same testing scenarios. Both, the general usability and the music playback of the
prototype as well as the two different emotional input areas were tested. One test
group got the prototype with the input area according to Russell's model (T1)
and the other group according to Thayet's model (T2).

Totally 43 subjects (30 male / 13 female) took part in the experiment. The age
of the subjects was between 20 and 34 years and the mean value is 24.4. About
86 percent of the participants use music streaming services (65% paid
subscription, 21% free version). The composition of the test groups T1 (21
subjects) and T2 (22 subjects) was very similar based on sociodemographic data
(see Table 2).

The majority of the total participants listened to music between 30 minutes and
two hours a day (72 %). The most important channel is music streaming, as 65
percent have stated that they very often listen to music via this channel before
YouTube (16 %) and classic radio (14 %). All other media and channels are
negligible. With regard to music streaming, Spotify is clearly ahead with about 80
percent of the probands who use music streaming. About 92 percent of all test
persons consider it as useful to receive music recommendations from the music

provider. In their main activities, the respondents stated that they listen to music
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while on the move with mean value on a four-level frequency Likert scale of 3.35,
followed by sports (2.95), housework and relaxation (2.56 each), work (2.28) and

learning (2.12).

Table 2: Sociodemographics of the participants

Attribute Overall T1: Russell | T2:
Thayer
Participants 43 21 22
Sex (male/female) m:30;£:13 | m:14; £ 7 m: 16; £: 6
Age (by mean) M: 24.4 M: 253 M: 23.7
Usage of music streaming y: 86%; y: 90,5%; y: 81,8%;
services n: 14% n: 95% n: 18,2%
(yes/no)

After the test had been carried out, the subjects were presented with standardized
statements on the satisfaction with the prototype. These were statements about
navigation, user interface, target fulfilment and mood input. These statements
were evaluated on a four-level approval Likert scale. With the help of a mean

value comparison significant similarities and differences can be determined (see

Table 3).

Table 3: Results of the statements for the two different input surfaces T1 and T2
(on a four-level Likert scale by mean value comparison for each group)

Statement: The prototype ... T1: T2:
Russell Thayer

.. is visually appealing. 2.86 291
.. has an intuitive and understandable navigation. | 3.00 3.18
.. is user-friendly in its interface. 3.10 3.18
.. is self-explanatory in its functionality. 3.05 3.09
.. has responded to my individual needs. 2.57 2.82
.. includes different expressions of the individual | 2.76 3.23

emotions.
. makes it easy to switch between different | 3.62 3.45

emotions.
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.. is applicable to all genres. 2.71 2.73
.. can be used for different emotions. 3.14 3.27
.. can be easily adapted to my emotion. 3.05 3.09
.. represents an added value for music streaming | 3.19 3.09
services.
. has addressed my emotional receptivity to | 2.62 2.55
music.
... is valuable and recommendable. 2.90 291
Overall 2.98 3.01

The statement can be made that the test group of the Thayer surface (T2: 3.23)
perceived the different expressions of the emotions better through the prototype
than the participants who were provided with the Russell surface (T'1: 2.76). This
can possibly be explained by the fact that T2 verbalized significantly more
emotions than T1. The surface has an effect on the perception of emotions by
the participants. However, the fact that one prototype can better represent the
currently perceived emotions than the other cannot be proven by the data
collected. Nor is it possible to prove that one of the two prototype surfaces
responds better to the individual wishes of the user.

Finally, it can be said that the participants stated a relatively high level of
satisfaction with the prototype, which applies equally to both surfaces (T'1: 2.98;
T2: 3.01). Both test groups were willing to continue using the application for
music selection and recommendation. However, with about 86 percent approval
it was significantly higher for T1 than for T2 (64 %). A further qualitative study
could possibly be used to gain further insights into the advantages of the two

surfaces and to combine the advantages of both input surfaces into a new one.
5 Conclusions

Digital transformation is an all-encompassing phenomenon, which also
influences the music market. Concrete manifestations of this transformation are
the development and increasing use of streaming services such as Spotify, Apple
Music, Amazon Music or YouTube (Music). These streaming service providers
serve the user with a wide range of music titles, which makes the selection process

of suitable titles more difficult. Music recommendations help to solve this
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problem. In addition, a change in user behavior can also be observed, as they
increasingly consume their music in a mobile context thanks to increasingly
powerful mobile devices (Clement, 2018). Typical mobile devices, such as
smartphones, which contain a multitude of sensors, ate able to observe and
interpret the situation of a user (Yurur et al., 2016). For example, it is possible to
measure the uset's biofeedback and detive emotional states based on it. In this
way, modern mobile devices in combination with smart and innovative services
can deliver added value to the user. This makes it possible to adapt the selection
of music to the current situation or to the current emotional state of the user.
Music is able to influence our emotional state or the emotional state of the user
influences the type of music he wants to listen to. Emotions are strongly linked
to the listening behaviour of a user, which makes emotions a useful basis for
music selection (Han, Rho, Jun, & Hwang, 2010).

Based on these findings and problems, a first prototype of an emotional music
player was developed and evaluated. The presented prototype offers the user the
possibility to enter his emotional state. Based on this input, a suitable playlist is
generated. The user interface for entering the emotional state is based on two
different two-dimensional models for classifying emotions according to Russell
(1980) and Thayer (1991). Both models were implemented and integrated in a
simplified and color-coded form.

Furthermore, an experiment with the prototypes was carried out, which already
provided initial insights into its added value and its perception by the users. In
addition to the test subjects' listening habits, connections between music and
emotions, as well as the meaningfulness of emotions were queried as a data basis
for a selection of music. An essential part of the experiment was the comparison
of these two different surfaces. Here it was shown that the general satisfaction
with the application is very high and the selection of music via the input of

emotions is considered meaningful.
6 Future development and outlook

In the next steps of this research project the prototype will be extended by an
automated emotion measurement, which can support or even replace the manual
input of the user. The sensory possibilities described in chapter 2.2 will serve as

a basis for the measurement. The measurement of various user characteristics
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with the help of smartphones and smartwatches is already possible today
(Bachmann et al., 2015). The voice and facial expression can be used to draw
conclusions about the emotional situation of the user (Essa & Pentland, 1995).
However, these methods are less suitable in the mobile context of listening to
music when the user does not interact directly with the system in the mean time.
Furthermore, the measurement and evaluation of biofeedback offers a possibility
to derive emotions. Promising sources of information can be heart rate, skin

conductance or skin temperature (Picard & Klein, 2002).

In order to measure and use emotions for the music recommendation in a mobile
context, unobtrusive and non-interfering possibilities of measurement are better
suited. Smartphones and especially wearables, like smartwatches as well as activity
trackers, which are equipped with various biometric sensors (Bachmann et al.,
2015) should therefore be given priority. The smartphone based measurement of
basic emotions, such as anger or joy, based on the change of the heart rate, was
already proven (Lakens, 2013). A biofeedback-based and two-dimensional
approach was described by Yamamoto et al. in 2009. This approach can be easily
adapted for the applied emotion model(s) and the prototype. In this case heart
rate corresponds to energy and skin temperature corresponds to valence
(Yamamoto, Kawazoe, Nakazawa, Takashio, & Hideyuki, 2009). Therefore high
heart-rate of the user can be interpreted as a high level of energy, whereas a high
skin temperature would be classified into the positive area of the valence
dimension. As smartphones and wearables become more and more powerful and
even more sensors are implemented, biofeedback especially heart rate and skin
temperature represent promising sources of user-based emotional information
(D1i Lascio, Gashi, & Santini, 2018).

Meanwhile, the self-input of emotion by the user is to be maintained and possibly
extended by further elements. Because in addition to automatic measurement of
the users' emotional state and music recommendation based on it, the user should
still have the option to enter or specify his emotional state or preference
manually. For this purpose, the use of emoticons and other adjectives is
conceivable in order to offer the user a simpler way of expressing his emotional
state (Meschtscherjakov, Weiss, & Scherndl, 2009). Further context of the user,
such as the time of the day, weather or his location, can also help to better
understand the uset's situation and to ensure an even better music selection and

recommendation depending on the situation. Furthermore, the consideration of
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different scenarios within the framework of a field experiment would be useful.
Concrete use cases such as sports, shopping or learning are only a few examples
in which an automatic emotion-based music recommendation could support the

user.

In the experiment, the wish for an evaluation respectively feedback system was
expressed several times. A feedback system would open up the possibility of a
more customized music recommendation system which adapts even better to the
preferences of a certain user by using his feedback data. Thus the system may
learn that the user in a certain mood does not want to support this mood, but

rather wants to initiate a change of his emotional state.

These functions and extensions will be implemented and tested iteratively in the

next versions of the prototype as well as a slightly modified input surface.
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1 Introduction

Today’s social media channels offer governments improved ways to deliver
public services to citizens. Inversely, social media provide citizens with new
opportunities to provide feedback on policies, and/or initiate participatory
initiatives (Bertot, Jaeger, & Grimes, 2012; Kassen, 2013; Mergel &
Bretschneider, 2013). Perhaps to the surprise of many Western observers, one of
the frontrunners in the use of social media is the People’s Republic of China, a
country with an authoritarian, unitary governance regime. Various government
agencies, public service providers and regulatory agencies use hundreds of
thousands accounts on platforms such as Sina Weibo, Tencent, People and
Xinhua Net, serving a target population of hundreds of million users (Chan, Wu,
Hao, Xi, & Jin, 2012; Ma, 2014; Schleger & Jiang, 2014).

The academic literature on government social media use in China has, until date,
focused on uses of social media from a government point of view. It has been
observed that online participatory initiatives and new online political discourses
have emerged (Schleger & Jiang, 2014; G. Yang, 2009). On the other hand,
Sullivan (2012) commented that social media are increasingly being ‘occupied’ by
officials working for propaganda departments and security bureaus in order to
curtail activities of opposition groups like environmental NGOs and anti-
corruption movements. Furthermore, literature indicates that in China, social
media are monitored by government in order to 'gauge the watet', that is, to
measure, shape and suppress public opinions (Cairns & Carlson, 2016; Guo &
Jiang, 2015; Xu, 2015; G. Yang, 2009), especially during natural disasters (Deng,
Liu, Deng, & Zhang, 2015; White & Fu, 2012) or diplomatic incidents (Cairns &
Carlson, 2016; Jiang, 2016).

Academic literatures have resulted both in political commentary of government
use of social media in China as propaganda spaces (including issues of censorship
(Sullivan, 2012; King, Pan & Roberts, 2013), as well as in descriptive and
explanatory accounts of diffusion of social media among government
organizations and its organizagional and technological antecedents (Ma, 2014; N.
Zhang, Zhao, Zhang, Meng, & Tan, 2017). Suprisingly little attention has been
given to the citizen side of social media use in government-citizen relations, with
Medaglia and Zhu's (2016) account of university students' deliberative practice

being a notable exception.
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This paper focuses on China’s citizens’ expectations, intentions and motives in
dealing with government using Sina Weibo, arguably China’s most well-known
social media outlet. We address the question to what extent and why Chinese
citizens intend to use Sina Weibo to communicate with government. The
question is relevant since on the one hand, there is little empitical research on
the actual practice of social media use in authoritarian government regimes such
as China’s governance system, and, on the other hand, China is especially
interesting because its online community members have been described as
relatively young, wild, and outspoken (Hassid, 2012; G. Yang, 2009), which
furthermore fuels an interest in how Chinese citizens deal with new political
opportunities in the context of an authoritarian political regime (for a study on

the government's responsiveness, refer to Meng, Pan & Yang, 2017).

2 Context: China's political system and the emergence of social
media

The People’s Republic of China is structured into various administrative tiers:
central level including autonomous regions (of which Tibet is one) and special
autonomous regions (Hong Kong and Macau), provinces, prefectures, counties,
districts, and towns and sub districts. Since the 1970s, more authority has been

delegated to local governments.

Since about 2011, local government agencies have enthusiastically embraced the
emerging social media technologies, albeit with a special focus on unilateral, top-
down communication. Topics of communication that takes place on the newly
emerged social media channels include quotes from top-level politicians, public
service announcements, human interest stories, and morning- and afternoon
general wisdom sayings (Schleger & Jiang, 2014). Chinese citizens, on the other
hand, are reported to be willing to voice their opinions on social media. Topics
of discussions initiated by citizens include dissatisfaction with government
performance, corruption, problems caused by socio-economic changes (Hassid,
2012; G. Yang, 2009) and environmental issues (Li, Homburg, de Jong, &
Koppenjan, 2016; Li, Koppenjan, & Homburg, 2017). Sullivan notes that
Chinese government’s possibly biggest fear is the emergence of a coalition of
laid-off workers, dispossessed homeowners, unemployed graduates, hungry
farmers and ethnic and religious minorities that shares grievances online and may

challenge the regime (Sullivan, 2014). Therefore, Chinese authorities tolerate on-
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line debates and feedback as long as they are specific, localized and do not contain
threats of collective action (Cai, 2010; Meng, Pan & Yang, 2017). Authorities, on
the other hand, seem to impose regulations on Internet providers to monitor
online communication and to prevent protests from gaining traction (Qin,
Stréomberg & Wu, 2017). Chinese government’s attempts to allow citizens to vent
their anger as long as systemic problems are not explicitly addressed are referred
to in the literature as ‘consultative Leninism’ (Tsang, 2009) and ‘networked
authoritarianism’ (MacKinnon, 2011; Tsai, 2010).

3 Design of a survey of adoption and diffusion of social media in
China
3.1 Research strategy

Academic literatures have reported quite extensively on in-depth case studies of
social media use during citizens protests in China (Deng et al., 2015; White & Fu,
2012) and local governments’ experiences with social media (Ma, 2014; Schlager
& Jiang, 2014). Until date, more large-n, quantitative studies of use of social
media (particularly Sina Weibo) by Chinese citizens, has been lacking.

In the study this paper reports upon, we conducted a survey among Chinese
citizens living in the province of Hunan, People’s Republic of China, with which
citizens’ use of Sina Weibo was described, as well as with which candidate
explanatory variables of social media could be constructed and assessed. It must
be stressed that until date no adoption and diffusion theories exist that take into
account particularities and sensitivities of the Chinese context, and therefore, the
research objective of this study is to contribute to an explanatory theory of social
media use in an authoritarian governance system context, rather than to test an
existing theory. From the analysis of the results of the survey, constructs and
relations between constructs are suggested as to be able to produce rather than
strictly test an explanatory account of Chinese citizens’ use of Sina Weibo to

interact with government.
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3.2 Theoretical foundation of the questionnaire and measurement of

constructs

Frequently used starting points for studies of individuals’ uses of technology are
adoption and diffusion models such as the Technology Acceptance Model
(TAM), the Technology, Organization and Environment model (TOE) and the
Unified Model of Acceptance and Utilization of Technology (UTAUT and
UTAUT?2). In existing tests of these kinds of theories and their derivates in the
context of electronic public service delivery in the United States (Carter &
Bélanger, 2005; Carter & Schaupp, 2009; Carter, Christian Shaupp, Hobbs, &
Campbell, 2011), the Netherlands (Horst et al., 2007), India (Rana, Dwivedi,
Williams, & Weerakkody, 2016), China (Mensah, 2017) and Hong Kong
(Venkatesh et al., 2016), over time, more emphasis has been put on institutional
factors including citizens' perception of risk, privacy concerns and anxiety (Min et al.,
2008; Q. Wang, Yang, & Liu, 2012; Lai & Shi, 2015; Carter et al., 2011; Rana,
Dwivedi, & Williams, 2013), #rust in government (Chong, Ooi, Lin, & Bao, 2012)
and peer pressure (Venkatesh et al., 2016) as predictors.

In the current study, we conceptualized anxiety and risk as an individual's negative
affective reaction due to envisaged unappreciated social media activity (X. Li,
2013) or incompetence in dealing with the system (Rana et al., 2013; Rana et al.,
2016). For the questionnaire we included slightly adapted Likert items borrowed
Venkatesh et al,, (2011) to measure anxiety and risk.

The concept of #rustis generally associated with perceptions of safety, and more
precisely defined as actor A’s expectations that while B has the capacity to harm
A, B refrain from doing so. By accepting the vulnerability, A possesses trust; by
refraining from exploiting vulnerability, B is trustworthy (Frederiksen, 2014;
Pavlou & Gefen, 2005). In a Chinese cultural context, trust can be thought of as
being composed of two distinct concepts. The first one is trust in institutions
(institutional trust), that is, the belief that an individual citizen has in administrative,
legal and societal institutions such as the Chinese Communist Party, government
apparatus, councils, courts, associations, media and complaints bureaus (Q. Yang
& Tang, 2010). In the questionniare we included adaptations of Likert items
taken from Yang & Tang, 2010. The second one is related to intricate and
pervasive relational networks called guanxi (Yen, Barnes, & Wang, 2011). Guanxi
consists of feelings of empathy and solidarity (ganging), reliability and sincerity



32ND BLED ECONFERENCE

228 i .
HUMANIZING TECHNOLOGY FOR A SUSTAINABLE SOCIETY, CONFERENCE PROCEEDINGS

(renging) and reliance and sincerity (xznren) and it can be developed in relations
between citizens and very specific government officials to protect citizens against
administrative hurdles or unforeseen risks. This notion is referred to as
interpersonal trust. Interpersonal trust was operationalized using items taken from
Poppo, Zhou, & Li (2016) and Reich-Graefe (2014).

Peer pressure refers to a form of social influence beyond one's own personal
considerations, to an individual’s conformation to the expectation of other
people. In this study, social influence was measured using items that were adapted

from Venkatesh’s (20106) operationalization.

The dependent variable in this study was infention to use Sina Weibo to interact with
government. We chose for intention to use rather than actual use since asking for
intention is, in a Chinese context, considered to be less sensitive than asking for
actual behaviors, and because in the literature it is reported that intentions are

adequate predictors of actual behaviors (de Lange & Homburg, 2017).
33 Questionnaire design and data gathering procedures

Following the definitions and operationalization of theoretical constructs
reported in section 3.2, we compiled a 71-item questionnaire in English. We
thoroughly discussed possible sensitivities in the questionnaire, and subsequently
had the questionnaire translated into Mandarin. We then piloted the
questionnaire using a panel of Chinese students, on the basis of which several
formulations of items were changed. Then, we asked another interpreter to
translate the adapted Mandarin questionnaire back to English so that
misinterpretations could be checked, discussed and corrected whenever

necessary.

Once the questionnaire was developed, we asked various China-based companies
specializing in marketing and opinion polling to gather data among citizens living
in Hunan, located in the South-Central part of the Chinese mainland. Perceived
sensitivity of the subject matter turned out to be prohibitive for many companies
to carry out the survey. Eventually, data were gathered by a Shanghai-based
survey company using an online survey tool. Responses from 1572 citizens could
be recorded. Data were scanned and screened for kurtosis and unengaged

responses based on standard deviations of Likert items and time it took for
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respondents to complete the survey. Data from five respondents were dropped
because of distrustful characteristics (age). Ten unexpected missing values were
replaced by the median of nearby data points, following general data screening
guidelines (Gaskin, 2017).

4 Descriptives, analyses and model construction
41 Demographics

Respondents were 914 men (58%) and 658 women aged 15 to 67 (men: M =
36.9, SD = 8.4; women: M = 34.6, §D = 7.0). the majority of the respondents
(86%) reported to be living in an urban area. Professional activities included
going to school (3%), working in the public sector (30%), working in the private
sector (60%), keeping house (3%), and something else (2%). The highest level of
completed education was junior high school and below (2%), senior high school
(8%), college (37%), university (49%) and postgraduate (3%). Monthly salary
ranged from less than RMB 2000 (3%), 2001-5000 RMB (23%), 5001-8000 RMB
(39%), 8001-12000 RMB (27%) and above 12000 RMB (6%).

4.2 Scale construction and reliability of variables

As we slightly adapted existing items by means of which the various constructs
were to be measured, and items were translated back and forth, possibly resulting
in less than optimal coherence of items, we carried out an exploratory factor
analysis in order to identify the underlying structure of the measured variables in
the questionnaire. First of all, the factorability of all Likert items in the
questionnaire was examined. A cross table analysis of all items showed that many
items correlated at least .3 with at least one other item, suggesting factorability.
The Kaiser-Meyer-Olkin measure of sampling adequacy was .968 and thus well
above the commonly recommended value of .6, and Bartlett’s test of sphericity
was significant (y? (1176) = 31145.577, p < .0001). The diagonals of the anti-
image correlation matrix were above .5 with the exception of the items on
anxiety. Finally, the communalities were all above .3, further confirming that each
item shared at least some common variance with other items. Given the above
considerations, factor analysis was deemed to be suitable with all items. Factor
analysis was carried out using maximum likelihood extraction method since the

variables were generally normally distributed. Since our dataset was relatively
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large (more than 1500 observations), we decided to opt for ProMax rotation.
Eventually, a five-factor solution explaining 44.9% of the variance could be
identified (see table 1).

Table 1: results of factor analysis (maximum likelihood extraction, ProMax rotation)

Behavioral Social Anxiety Interpersonal  Institutional
intention influence  and trust trust
risk
Q17  .667
Q18 .084
Q19 .633
Q28 463
Q29 485
Q30 401
Q31 476
Q38 .806
Q39 878
Q40 .880
Q41 796
Q42 452
Q43 .589
Q44 625
Q45 .698
Q406 .586
Q47 .590
Q48 615
Q49 679
Q50 .509
Q51 .557
Q52 .649
Q53 365
Q54 376
Q55 430
Q56 445

Q57 596
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Behavioral Social Anxiety Interpersonal  Institutional
intention influence  and trust trust

risk
Q58 .625
Q59 .569
Q60 .553
Qo1 741
Q62 744
Q063 .609
Qo4 713
Q065 746
Table 2: reliability, descriptives and bivariate cotrelations of variables
£ 8 i
5 g E =
&2 P~ — =] =) <
: s iz § & E
g & 5 2 8 g = 2
S = “E 8 < 5 5
Gender (1=female) 0.42 -046  -0,03 -0,02 .022 -.138
Age 35.9 -0,43 -0,40 -0,29 -0,07 .018
(7.9
Area (1=Utrban) 0.87 -0,10 -0,10 -0,03 -0,12 -0,13
Education 0.52 -0,08 -0,03 0,04 -0,05 -0,09
(1=University &
postgraduate)
Job (1=Civil 0.30 -0,04 -0,02 -0,09 -0,05 -0,03
servant)
Behavioral intention  .708  1.68 1
(.55)
Social Influence 762 1.96 500 1
(.63)
Anxiety and risk 895 3.50 -358 -170 1

(1.09)
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Interpersonal trust ~ .854 1.95 535 628 -253 1
(.50)
Institutional trust .891 1.88 A14 575 -104 685 1
(.51)

Subsequently, internal consistency of the identified factors was measured using
Cronbach’s alpha (reported in table 2). All measures for consistency were
acceptable; no improvements could be made by dropping items from the scales.
Subsequently, composite scores were created for each of the factors based on the
mean of the items factor loadings greater than .3. Table 2 furthermore lists means

and correlations between various variables.
4.3 Model construction

In order to construct a basic multivariate explanatory model with one dependent
variable (behavioral intention) and four independent variables we conducted a

multiple linear regression analysis.

Before the actual regression was implemented, we checked the following model
assumptions for multiple regression analysis following guidelines set out by Field
(2009). Multicollinearity was checked by inspecting the correlations of the
independent variables in Table 5 and by inspecting the VIF values of each
independent variables. As none of the correlations are above .7, and all VIFs
were below 4, this assumption is met (Belsley, 1991). Homoscedasticity was
checked using a scatterplot of standardized residuals and predicted values; no
anomalities were found. Independent errors were checked using the Durbin-
Watson statistic and the value of 1.910 revealed no problems associated with this
assumption. The assumption of normally distributed errors was tested via
inspection of unstandardized residuals. Whereas the Q-Q plot revealed a
relatively normal distribution, the Shapiro-Wilk test for normality (SW = 972, df
= 1572, p<0,01) suggested normality was not met.

The impacts of the variables social influence, anxiety, interpersonal trust and
institutional trust on behavioral intention to use social media to communicate
with governments (controlling for age and gender, and for area, education and

job type) are assessed using multiple linear regression analysis. A significant
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regression equation was found for gender and sex (F (2, 1569) = 3.645, p < 0,05),
gender, sex, area, education and job type (F (5, 1566) = 6.805, p < 0,001) as well
as for gender, sex, social influence, anxiety, interpersonal trust and institutional
trust (F (9, 1562) = 112.507, p < 0,001). Coefficients and significance levels of
the various independents are reported in Table 3.

Table 3: regression results on Behavioral Intention (* p<0,05; ** p<0,01; ***p<0,001)

Model 1 Model 2 Model 3

Beta Beta Beta (significance)

(significance) (significance)
Age -0,050%* -0,066* -0,055*
Gender -0,053* -0,057* -0,062%*
Area -0,088** -0,035
Education -0,069* -0,036
Job Type -0,025 -0,037
Social Influence 24THHE
Anxiety and risk - 2477k
Interpersonal trust 279k
Institutional trust .045

AR?= 003 (adj)  AR2= 018 (adj) AR2= 390 (adj)

5 Conclusion and discussion

The results presented in the previous section provide core components of a
theory that explains why Chinese citizens, living in an authoritarian governance
regime, intend to interact with government using Sina Weibo. Regression results
indicate that intention to use may be explained by (1) interpersonal trust, (2)
social influence and (3) negatively, by anxiety and (perceived) risk. Altogether,
these variables champion an institutional explanation of social media use in a
state regime with limited freedoms and heightened levels of societal surveillance,
emphasizing the pressures of values in interpersonal, social environment (trust
in government officials, and anticipated expectations of neatest and dearest), and
of norms (conformance to expected behaviors, whereas deviance may be

sanctioned).
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The explanation that may emerge from these statements is that citizens in China’s
authoritarian regime are pressured by expectations from their respective social
environments to use social media to interact with government, whereas fears of
sanctions holds them back. There are, however, a number of limitations and rival

explanations that must be considered.

The first one is related to the association between social media use intentions and
trust. In existing UTAUT and UTAUT2 frameworks, it is hypothesized that trust
impacts use intentions and ultimately may impact use behavior. However, it may
be argued that recurrent use of social media may inversely impact trust, either
institutional trust or trust in individual officials. Cross-sectional studies like the
one this paper reports on, however, are incapable of demonstrating the direction
of causation. Therefore, other methods, such as longitudinal studies of individual
citizen’s experiences and motivations, could be employed to contribute to

explanatory theories related to this issue.

The second one is related to the finding that anxiety and risk are negatively related
to citizens’ social media use intentions. It must be noted that in China, a social
credit system (SCS) is under development that ranks and rates citizens based on
their offline (smoking where smoking is not allowed, breaking traffic rules) and
online (posting fake news) behaviors. Under a more fully developed SCS,
scheduled for 2020, specific social media behaviors may face much more tangible
repercussions (rewards and sanctions) than in the current situation. In the current
study it was not possible to incorporate citizens’ anticipations on SCS, but future
research on social media uses in China should arguably take implications of SCS

into account.

The third one is arguably an even more challenging one. In the current study, the
focus was on theory construction of social media use in a specific unitary
authoritarian governance regime, which led to specific inferences about
antecedents of citizens’ use of social media in contacts with governments. At this
moment, however, we cannot attribute these inferences to the overarching
authoritarian regime. It does, however, point to new avenues for comparative
research: as various state structures (think of authoritarian unitary regimes like
China, compared to Western state structures such as liberal welfare state regimes,
corporatist regimes, and socialdemocratic regimes) with each structure having

specific levels of centralization, checks and balances and transparency, to name
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just a few attributes of state structures. Comparative, large-n research on social
media use in citizen-government relationships could throw light on possible
interactions between citizens’ preferences and motives for using social media to
interact with government, and attributes of overarching state structures. In such
a way, a much more informative theory of antecedents and impacts of social

media in government-citizen relationships could be constructed.

The fourth one is that the current study is based on survey data, and the use of
survey data that are gathered for academic purposes is rather sensitive in a
Chinese context. Privacy concerns in an authoritarian governance regime are
different than those in Western liberal democracies, and possible respondents’
biases (or discretion) may exist and may have affected the analyses. Given limited
experience with studies that are based on survey data on political communication
in China, it is very hard at this moment to assess whether and if so to what degree

biases may have affected the outcomes of the analyses.

As a final note, this study — even when considered in the light of the limitations
mentioned above — does suggest a number of new research directions and
perspectives on future research. The first one, arguably, is to furthermore explore
how citizens’ anxieties, trusts and societal pressures shape interactions between
government and citizens in countries generally, and in authoritarian governance
regimes in particular. At local governance levels in China, participative and
grassroots initiatives are taking shape and these initiatives are tolerated and
sometimes even encouraged as long as they do not pose a threat to those in
power. The interactions and their ramifications are at this moment in time far
from clear and this observation warrants further qualitative and quantitative
study of how new technologies are adopted and used, both in government-
initiated, as well as in more bottom-up inspired initiatives. A second one is that
also in the Western world, there is an ongoing debate about the political role of
social media platforms. Further investigations could shed light on the roles of
platforms such as Facebook and Twitter in the Western world, and Sina Weibo
and WeChat in the Chinese context, in shaping and possibly framing political

discoutse.
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1 Introduction

Today the environment of organizations seems to change faster than ever before.
New (digital) technologies, related cyber security issues, new dynamic start-ups
and a changing political landscape that impacts world trade and legislation, all
mean that enterprises need to adapt and change with a high frequency. This
requires a high level of flexibility of an organization. According to DaSilva (2004)
many enterprises turn towards business models as an answer to how to deal with
innovative technology and other forms of potentially new and profitable business
concepts. Many fledgling enterprises rushed to the market with identical business
models lacking strategies to differentiate themselves in which customers and
markets to serve, what products and services to offer, and what kinds of value to
create (Margretta, 2002). Unsurprisingly, this led to poor results. A winning
enterprise is defined by its ability to differentiate and satisfy customers while
performing at competitive cost levels (Edwards, 1997).

In the context of IT and information systems the developments as described
above cause a major challenge for enterprise architects as they are confronted
with an enterprise that must undergo change in different areas, with different
purposes, transformation speeds and complexity (Gampfer, Pucihar, Ravesteijn,
Seitz & Bons, 2018). A challenge that is magnified by current enterprise
architecture (EA) approaches. EA is based on the essential elements of a socio-
technical organization, their relationships to each other and to their changing
environment as well as the principles of the organization’s design and evolution
(Lapalme, 2016). Over the past three decades enterprise architects and
stakeholders of change processes have used various ‘ome size fits alf EA
approaches. Such approaches are typically characterized by their ‘Swiss army
knife’ principle, good for everything but not excelling in anything. It seems that
the old enterprise architecture models cannot keep up with today’s rate of
technology change (Rowe, 2016). Buckl, Schweda and Matthes (2010) even
suggest that such approaches are theoretical and impossible to implement.
Furthermore, Korhonen and Halén (2017) suggest there is a need for more
adaptive conceptualizations of enterprise architecture that address the

requirements of new (digital) environments.
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Applying the concept of differentiation within enterprises and their business
models creates new opportunities for the development of fit for purpose
enterprise architecture approaches. Differentiation within an enterprise implies
identifying subsystems with a specific scope, purpose and unique characteristics,
dealing with specific situations. The question we need to investigate is how to
determine a proper enterprise architecture approach in relation to these
subsystems given specific situations of change. We propose that the
characteristics of subsystems contribute to this determination process. Based on

this the following research question is formulated:

In which way can characteristics of subsystems contribute to determining a situational

enterprise architecture approach?

This research paper is structured as follows, in the next section the theoretical
background that serves as foundation for this research is described. An
explanation of the research approach is presented in section 3, succeeded by the
research findings in section 4. A discussion of the findings is given in section 5
and finally, in section 6, conclusions are drawn and implications, limitations and

suggestions for further research are described.
2 Theoretical Background

DaSilva and Trkman (2014) argue, based on their resource view and transaction
cost economics perspective in regard to business models, that business models
represent a “specific combination of resources which through transactions
generate value for both customers and the organization” (DaSilva & Trkman,
2014, p. 4). We adopt this view and see a clear resemblance with Systems thinking
within enterprises (which is the focus of our study). In this research we consider
an enterprise as a complex, socio-technical system that comprises interdependent
resources of people, information and technology that must interact with each
other and their environment in support of a common mission (Dietz, 2006;
Giachetti, 2010) which are “comprised of processes, products, organizations, and
information” (Nightingale, 2002, p. 2). Chan (2015) mentions that systems are
created by humans and can refer to a group of people, a firm or organization, or

more abstract concepts like political, religious, or social beliefs.
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To fully understand the structure of an enterprise, its attributes of agility,
resilience and governance, we need to regard the enterprise as a system and
approach enterprise architecture systemically. The application of Systems
thinking in enterprise architecture brings an opportunity to differentiate and
leave the commonly used ‘one-size fits all” enterprise architecture approaches.
“Differentiation of an enterprise, see figure 1, involves the creation of new types
of corporate units, revealing divisions of labour, organized to pursue diverse
goals within and between institutional domains” (Abrutyn, 2016, p. 22).
Luhmann (1977), refers to differentiation as the reflexive form of system
building. Differentiation within the enterprise leads to two or more subsystems.
(Sub)systems are not restricted to borders of an enterprise and inner ‘classic’
hierarchical top down structure such as for example departments. They can
contain one or more business functions and capabilities. Differentiation within
the enterprise by identifying subsystems leads to a whole new dimension of

connections with the external environment and between (sub)systems.

""""""""""""""""""""""""""""""""""""""""""" [Functional 1
' '

| @ Functional Subsystoms '

Figure 1: Differentiation Examples of an Enterprise, Luhmann (1977)

The process of differentiation is a means of increasing the complexity of a
system. The advantage of differentiation is that it allows for more variation within
a system to respond to variation in the environment. Increased variation
facilitated by differentiation not only allows for better responses to the
environment, but also allows for faster evolution. Ashby’s (1991) famous law of
requisite variety has come to be understood as a simple premise. If a system is to
be able to deal successfully with the diversity of challenges that its environment
produces, then it needs to have a range of responses which is (at least) as distinct

as the problems created by the environment.

Differentiation within a system contributes to gaining circumstantial control of
the systems’ response to the environment and today’s digital transformation

challenges. Each (sub)system has its own characteristics and context and needs a



. Bengsch, M. Steenbergen & P. Ravesteijn:

Fit for Purpose Enterprise Architecture 243

situational approach suitable to the system’s characteristics. Situational method
engineering offers possibilities for the creation of a situational enterprise

architecture approach.

A method is a way, technique or process for doing something. The approach
developed in this study has its foundation in Brinkkemper’s (1996) method
engineering, which is the discipline to design, construct and adapt methods,
techniques and tools for the development of Information Systems. The agility of
method engineering allows for increased variation and response to todays digital
transformation environment, and differentiation within an enterprise. Harmsen
(1997) developed a process called Situational Method Engineering, see figure 2.
This process focusses on charactetization of situations as a means for developing
a custom made / situational approach for the transformation given any situation

of change.
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Figure 2: The process of Situational Method Engineering (Harmsen, 1997)

A situational approach is the result of an assembly of Enteprise Architecture
Fragments
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(EAMF). Fragments may be categorized into product oriented fragments like an
architecture deliverable e.g. a specific model, principles, start architecture etc.
Fragments may also be categorized as process oriented fragments like specific

architecture activity e.g. a qualitycheck. Fragments require their own research.

This research is focussed on identifying and describing relevant (determining)
characterstics of (sub)systems and the characterization of the situation of change.
Our proposition statement is that characteristics of (sub)systems contribute to
the design of an enterprise architecture approach, allowing enterprise architects

to compose a selection of Enterprise Architecture Method Fragments (EAMF).
3 The Research Method

The goal of this research is to determine which system characteristics contribute
to the assembly of EAMF, in specific a situational enterprise architecture
approach. We conducted a systematic literature study of 72 academic papers (see
table 1) followed by a Delphi Study to determine the system characteristics that
determine the suitability of an enterprise architecture approach. The literature
research was carried out by considering papers, discussing a diverse range of
system types, to create a foundation for answering our research question. We
retrieved a set of 171 non-unique system characteristics, their description and in
some cases their definition. Using a characteristic composition process. This
process consisted of four stages: 1) defining the academic paper search criteria
(system topics), 2) executing the academic paper search and selection process, 3)
defining and executing the characteristics search criteria in the papers and 4)
defining, composing and selecting an appropriate characteristic set for our

research.
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Table 1: The Academic Published Papers — Non-Unique Characteristics
Academic  Paper Unique Non-unique Period of publication
System Topic Sources characteristics < 1990 1990 <2000 2000 < >
2010 2010
Adaptive 1 1 -0 - -() 1M
Innovation 1 1 - -6 1) -0
Sectoral 1 1 () - (M -0)
Social 6 14 2(10) 30) 14 -0)
Socio-Ecological 1 3 -() -0 13) -0
Socio-Technical 19 67 2(8) 2(8) 8(25)  7(20)
System of Systems 19 44 1(1) 1(2) 1431)  3(10)
Systems 24 40 2(7) 7(6) 12(22)  3(5)

Note. The numbers in brackets represent the amount of Non-unique characteristics

The Delphi Study is “an iterative process to collect and distil the anonymous
judgments of experts using a series of data collection and analysis techniques
interspersed with feedback.” (Skulmoski, Hartman & Krahn, 2007, p.1) The
applied Delphi study allowed us to create structured anonymous interaction,
concerning system characteristics, among a homogenous group of enterprise

architects as shown in table 2.

Table 2: The Delphi Expert Panel Participants

Industry Panel Architecture 10-15 15+

members Experience (years) years years
Government 1 15 - 1
Education 5 73 4 1
Commercial 9 127 6 3
Industry

The full Delphi study consisted of three rounds in which experts answered
questions about if, why and in which way characteristics (derived from literature)
contribute to an architecture approach. Each round the experts were enabled to
revise and give justification for their answers. The Delphi question strategy per

round is outlined in table 3.
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Table 3: Delphi Study Question Strategy

Delphi  Purpose

Round

1 To introduce (sub)system characteristics and their definition to the expert
panel members with the intention to assess if and in which way (sub)system
characteristics are determining for the choice of Enterprise Architecture
Method Fragments. This is done to gain consensus about determining
characteristics.

2 Gain further consensus on characteristics which reached no consensus
during the first round.

3 Gain expert panel insight in situational factors that would influence the

choice in Enterprise Architecture Method Fragments.

A set of definitions of the key concepts used in the Delphi study was composed
as a reference point for the participating expert panel members during the Delphi
rounds, see table 4.



. Bengsch, M. Steenbergen & P. Ravesteijn:

Fit for Purpose Enterprise Architecture 247

Table 4: Applied Definitions Delphi Study

Definition Description

Characteristic  a distinguishing trait, quality, or property of something that belongs
to something and makes them recognizable

Determining  Causing something to occur or be done in a particular way; serving to

Characteristic  decide something; to control or influence something directly, or to
decide what will happen; to come to a decision.

(Sub)system* A (sub)system is a set of interdependent resources of people,
information, and/ot technology that must interact with each other
and their environment in support of a common purpose. The
common purpose is what binds the components of the (sub)system.

System System context is the situation in which the system exists, identified

Context by the internal environment (e.g. stakeholders, aspect of business
processes), external environment (e.g. trends), articulated business
strategy and identified requirements.

Enterprise An architecture method fragment is a part of ‘working under

Architecture  architecture’ which can be considered as a building block that,

Method together with other building blocks, shapes ‘working under

Fragments*  architecture’. A building block can refer to a type of activity, a

deliverable, an aid, a form of organisation, etc.

Note. (¥) Definitions were derived from a focus group on Multi Dynamic Architecture

as part of another project.
4 Findings

The literature review revealed that different studies define and describe
characteristics in their own way. There is no universally agreed upon normalized
academic list of characteristics. Our systematic literature review and the applied
characteristic composition processes resulted in 50 system characteristics which

we presented to the experts in our Delphi study, see Table 5.
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Table 5: The Delphi Study Characteristics

Adaptability
Agility
Ambiguity
Autonomy
Behaviour
Belonging
Boundary role-
location

Complexity

Emergence
Evolution
Flexibility

Future visions
Hierarchy
History

Holistic problem-
space

Human value

Congruence supportdesign

Connectivity
Contextuality
Coupling
Diversity

Information flow
Interaction
Interdependence
Iteration
Modularity

Multiskill
Non-ergodic
Non-monotonic
Power and agency
Quality of the-
interfaces
Resilience
Resource sharing
Reuse

Role dynamics
Self-adaptability
Socio-technical
integration
Socio-technical-
interaction places

Socio-technical

system- safety

Stakeholder congruence

Structure

System control
Task allocation
Technological
innovation- system
Transformability
Transformation-
capability
Unanticipated variety
Variability
Variance control

Variety

Over the three Delphi rounds academic rigour was maintained with a response
rate larger than 70%, with 14 out of 15 experts participating each round. Round
1 & 2 of the Delphi Study delivered consensus on 29 characteristics of which 27
characteristics were found to be determining for an enterprise architecture
approach (presented in table 6). The definitions of these characteristics are
provided in the appendix.

Table 6: Positive Consensus Characteristics

Adaptability  Contextuality Interdependence ° Stakeholder
Agility Coupling * Iteration congruence
Ambiguity Flexibility Power and agency Structure ¢
Behaviour Future Visions Resilience Task allocation
Belonging History Reuse Unanticipated
Complexity  Information flow Role dynamics variability
. . Socio-technical Security **
Connectivity Interaction integration Information
Intensity*

Note. (¥) characteristics ate chatacteristics suggested by the expert panel
* Context independent characteristics

- Case relevant consensus characteristic (Context & Context + Change scenario case)
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Furthermore, in round 3 of the Delphi Study, the expert panel identified six
characteristics as being system context independent. This result indicated that the
expert panel members have consensus that these characterstics are relevant given

any situation of change and are to be used at all times.

Subsequently, during round 3, the expert panel members were presented with
two specific cases (descriptions of different contexts) and asked to select the ten
characteristics most relevant to determining the right EA approach. The expert
panel members achieved consensus on only one characteristic: information flow.
A large variation of characteristics was chosen by the expert panel members for
each of the given cases. Reasons for the variation and therefore lack of consensus
may be caused by the quality of information presented in the case, field of
expertise and experience of expert panel members, and personal interpretation
of the characteristics having in mind specific Enterprise Architecture Method

Fragment.

As a final result Delphi round 3 delivered insight and consensus about situational
variables which, besides characteristics, also determine the choice of enterprise
architecture approach. The expert panel members found that the system context,
change scenario and the maturity of the enterprise architecture function all

influence the enterprise architecture approach, see figure 3.

// \ .r/ ENTERPRISE \

/ \ Determines { \

| orsreeriemes | Y ARCHITECTURE |

\ / ‘\ APPROACH /’
\\_____ L ~
Independent variable Dependent variable

I System Context
| Change Scenario
Maturity of the EA function

Figure 3: Situational Influential Variables
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5 Situational Enterprise Architecture Approach

Based on the outcome of the Delphi study it is possible to develop a Situational
Enterprise Architecture Approach using Harmsen’s Situational Method Process
(figure 4). A repository (Subsystem Characteristic Base) is constructed
consisting of the characteristics on which the expert panel reached a positive

consensus.

The change situation’s system context, the given change scenario and the
maturity of the Enterprise Architecture Function influence the characterization
of the situation. A unique array of characteristics, chosen by the Enterprise
Architect, is used to define each situation that requires architecture. The
situations relate to the cutrent situation (As Is), the pursued future situation (To
Be or future state) and/or the system of change itself, e.g. project, programme
etc. The application of the subsystem characteristic base, by selecting either
situation independent and/or situation dependent characteristics enables
Enterprise Architects to create a specific view of the situation necessary for
architects to select Enterprise Architecture Method Fragments, fit for the specific

purpose of change.
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Figure 4: Situational Enteprise Architecture Approach



. Bengsch, M. Steenbergen & P. Ravesteijn:

Fit for Purpose Enterprise Architecture 251

Fragments can relate to key elements of an Enterprise Architecture approach e.g.
Governance, Methods, Process, Reference and/or Tooling fragments. The
combined fragments result in a situational approach, which we refer to as fit for
purpose Enterprise Architecture. Continuous performance monitoring of the
Enterprise Architecture Assembly may lead to adjustments of the assembly of
architecture approach fragments to secure a fit for purpose Enterprise
Architecture.

6 Conclusion

In this paper we propose an way to design a Situational Enterprise Architecture
Approach that enables enterprise architects to differentiate within enterprises.
This creates a new way for architects as an alternative to the ‘one size fits’ all

approach of current enterprise architecture frameworks.

A Situational Enterprise Architecture Approach could allow for increased
responsiveness, further digitalization of the guidance process concerning change,
improved decision making and communication. This approach can be used in
changing situations and thereby contributes to the further development of the

discipline of enterprise architecture.

The system characteristics identified and described in this reseatch are a first step
towards building a characteristics base for a Situational Enterprise Architecture
Approach. It is the combination of several characteristics which creates synergy
and enables the enterprise architecture approach design. The expectation is the
more characteristics applied, the clearer the situation becomes and the stronger
the effect and accuracy in selecting Enterprise Architecture Method Fragments.
The contribution of this research is, that enterprise architects are provided with
a rich repository of characteristics that allow for a new way of creating
standardised views of situations of change that can help in the choice of
Enterprise Architecture Method fragements and identify best practices suitable

to specific situations of change.

The study has some limitations. The characteristics were defined at a high
conceptual level. This was largely achieved by sourcing from peer reviewed
academic papers. Though all expert panel members were asked to use the general

definitions provided at the start of each Delphi round, we cannot rule out that
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expert panel members made their own interpretation based on their own

experience.

The results of the Delphi study, the subsystem characteristics, are indicators that
characteristics are determining the choice of Enterprise Architecture Method
Fragments. Without formalized, or standardized values, characteristics are not
made SMART (Specific, Measurable, Achievable, Realistic and Time bound). By
making them SMART, the characteristics found in this research may contribute
to further standardisation of enterprise architecture approaches and add to the
creation a common language among enterprise architects and the stakeholders
concerned with change. Besides these important aspects, it seems that
(sub)system characteristics have the potential for the use of pattern recognition
and may therefore be an interesting building block for artificial intelligence and

machine learning.

One shortcoming of the study is the lack of rigorous empirical validation of the
usage of characteristics and the proposed design approach. The current research
has taken a first step towards improving the theoretical knowledge about
(sub)system characteristics, however we recommend demonstration and
evaluation of the Situational Enterprise Architecture Approach by testing it in

practice.

As a venue for further research we propose a full research into the exact relation
between the characteristics of subsystems and the characteristics of Enterprise
Architecture Method Fragments. Another important question to be addressed is:
‘What are possible values of the characteristics?’. Standardization and
normalization of characteristics values seems necessary to further institutionalize
the proposed Situation Enterprise Architecture Method and making
characteristics ‘SMART’.

Finally, in our opinion, it is important to create a standard list of characteristics
of subsystems and influential variables related to the enterprise architecture

definition.

Finding answers to the questions above would help to further define and explain
in which way all characteristics can contribute to the proposed Situational

Enterprise Architecture Approach.
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Appendix 1: Full Table with Results of the Systematic Literature Review

Characteristic

Definition

Adaptability

Agility

Ambiguity
Behaviour

Belonging

Complexity

Connectivity

Contextuality

Coupling

Flexibility

Future Visions

History

Information flow

Interaction

Adaptability is the system’s ability to respond to exerting pressure
for change with sufficient adaptive capacity such as a coordinated
response and resources (e.g. finance, legitimacy or competence)
based on new appraisal criteria to manage resilience.

Agility is the systems capability of handling long term and short-
term changes which demands development of the existing system
and utilising the existing system.

Ambiguity is the difficulty of clearly demarking problem
boundaries, as well as their interpretation within or beyond the
system.

Behaviour is the observable activity of the system between stable
and unstable caused by the behaviour of their elements.
Belonging is the acceptance of the system to form relationships
with other autonomous systems, to be persuaded to make a
valued contribution to the goal of the larger entity, to change, to
render service and to collaborate.

Complexity stands for the complex interaction between the
systems elements (e.g. humans and or technology) that result in
unpredictable behaviours.

Connectivity is the system’s capacity in determining the
connectivity they wish to form with elements or subsystems as
needed to benefit the system.

Contextuality stand for the circumstances, conditions, factors,
patterns that give meaning and purpose to the system.

Coupling is the type of coupling (tight or loose coupling) of
components in a system, depending on the complexity of the
system, which determines the system’s ability to recover from
discrete failures before they lead to an accident or disaster.
Flexibility is the ability of the system to respond to the external
environment, or actions to manipulate it, such as public awareness
campaigns.

Future visions are collectively held and communicable schemata
of the system that represents future objectives and express the
means by which these objectives will be released.

History stands for past events considered together which

influences attitudes of the systems behaviour in the present.
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Interdependence

Iteration

Power and

agency

Resilience

Reuse

Role dynamics

Socio-technical
integration
Stakeholder

congruence

Structure

Task allocation

Unanticipated

variability

Security

Information flow stands for the design of the systems
information delivery to either the point of action and problem
solving or to provide information based on hierarchical channels.
Interaction stands for dynamic and non-linear interactions
between systems, actors, and rule regimes and offers in general
two or more options for decision making.

Interdependence is the dependence of component and
(sub)systems on each other for their functioning which makes
them difficult to change.

Iteration is a mechanism for proceeding from the interpretation
of the customers’ requirements to an optimized product within
and across all levels of integration and all phases of a system life
cycle.

Power and agency are the authority to affect change and the ability
to intervene and alter the balance of exerting pressures or adaptive
system capacity.

Resilience is the capacity of a system to absorb changes,
disturbances and reorganize so as to still retain essentially the
same function, structure, identity, and feedbacks - in other words,
stay in the same basin of attraction.

Reuse stands for a repetition or similarity in design within or
among (sub)systems.

Role dynamics stands for clearly separated roles versus boundary
dissolvement between the roles, where new roles emerge, and
roles are highly dynamic.

Socio-technical integration is the combining of social and
technical systems as such that synergy can be achieved.
Stakeholder congruence is the (in)difference in expectations,
assumptions, or knowledge about some key aspect of the system
and the context it is operating in by frames of various stakeholder
groups affecting the systems alignment.

Structure is the configuration of and relations between elements
of the system with the distinction between mechanic and organic
structures depending on the rate of change.

Task allocation is the assignment of work between humans and
machines in a system and among systems with respect to the
criticality of the performance of the system.

Unanticipated variability is a manifestation of emergence
phenomenon that arises from the richness of the interactions

between the system elements as well from the fact that system
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Information elements receive information from indirect or inferential
Intensity information sources, independently of any central control or

design.

Security stand for the requirements for availability, Integrity,
confidentiality, verifiability and irrefutability of information and
processes in an enterprise

The extent in which information exchange is an important aspect

of the system
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1 Introduction

Advanced and predictive analytics will play a most crucial role in all industties.
This is the strong belief of many companies. For example, in a study of BARC
(Derwisch, Iffert, 2017) about 94% of 210 participants consider advanced and
predictive analytics to be important in the future. The number of companies
using it already is stagnating at 5% for frequent use and 31% for occasional use.
In particular small and medium size enterprises (SME) are often laggards when
it comes to the use of advanced analytical tools and methods. One reason for a
slow adoption is the shortage of people with data science skills (Derwisch, Iffert,
2017, Piatetsky, 2018). This is especially true for SME.

One way to encourage the use of advanced and predictive analytics is to provide
tools and methods that do not require deeper mathematical or statistical
understanding or data preparation skills. There are several software vendors
offering solutions in this direction (see e.g. (Alteryx, 2019; RapidMinier, 2019;
SAP Predictive Analytics, 2019)). However, these either still use advanced data
science vocabulary and processes or are fully automated. In the latter case, users
typically remain alone with the challenges of interpreting the results and have no

chance to improve their analyses further.

This paper addresses these shortcomings by investigating design principles that
are important for enhancing the usage and adoption of advanced and predictive
analytics for users without data science experience. The identified principles are
implemented in an exemplary fashion in a prototype application for predictive
maintenance which can be used by employees from, e.g., SME without
knowledge of data mining and machine learning. As its key elements the
prototype application puts the analysis process into the business context of the
end user, automates major analysis tasks and provides guidance for the

interpretation of results and potential improvements.

In the next section we briefly sketch the design science approach on which this
work is based. We then summarize relevant literature regarding knowledge
discovery, automation in machine learning and technology acceptance which are
used as theoretical foundations. The design principles are explained next. Their

implementation is then illustrated with an application prototype for a predictive
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maintenance use case from the polymer film production industry. Finally, we

conclude with future directions.
2 Methodology

Design science research is driven by business needs to ensure relevance and uses
theoretical knowledge for rigor (Hevner et al., 2004). The research process is
structured into the following steps (Gregor and Hevner, 2013; Kuechler and
Vaishanavi, 2012): Based on the problem formulation, we begin by discussing
kernel theories that guide the identification and implementation of design
principles that promote the adoption of predictive analytics tools for non-
experts. Together with the findings of practitioners, this knowledge is used to
propose generalizable design principles. These form the basis for the
implementation of the application prototype for predictive maintenance. Finally,

an initial evaluation of the prototype is carried out.
3 Theoretical Background

Business users, e.g., in the area of production are familiar with their business
context, such as production processes and product quality issues. However, they
usually do not have any significant knowledge of data science methods and
techniques. For them, the use of currently available tools for data mining and
machine learning is a major challenge. In order to guide our research and reduce
these hurdles, we use concepts of technology acceptance, knowledge discovery

and metalearning.

The most frequently used model for IT adoption is the technology acceptance
model TAM (Davis, Bagozzi, Warshaw, 1989). It contains perceived usefulness
and perceived ease of use as the key drivers for the attitude and intention to use
a new technology. In the extended model TAM2 external variables were
introduced to provide a more detailed explanation for users who find a particular
system usable. The major ones are (Venkatesh and Davis, 2000): Subjective Norm
that is understood as the perceived social pressure for the use of a technology;
Image, the degree of influence of the use of a technology on the status of the
employee; Job Relevance, whether the functions of a system assist a person in the
performance of her tasks; Owutput Quality, a qualitative measure of how well a

system performs given tasks; Result Demonstrability, the extent an increase in work
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performance is directly attributable to the new technology. In addition, TAM2
also uses two moderating variables, [o/untariness and Experience, influencing the
effect of Subjective Norm. There are further extensions of TAM, in particular
TAMS3, where external variables for perceived ease of use were modelled
(Venkatesh and Bala, 2008). In this work TAM2 is used as a basis for the
identification of suitable design principles. It contains all the important variables

and has limited complexity, which is advantageous for our case.

Several models are available to structure data mining and machine learning
analyses (see e.g. (Mariscal, Marban Fernandez, 2010)). One especially
widespread approach is the Cross-Industry Standard Process for data mining,
CRISP-DM (Wirth and Hipp, 2000). It is a widely adopted industry-oriented
process for knowledge discovery and serves as a de-facto standard (Kdnuggets,
2014). The CRISP-DM process structures data analyses into the six phases
Business Understanding, Data Understanding, Data Preparation, Modelling, Evaluation
and Deployment (Wirth and Hipp, 2000). The typical tasks in those phases can be
used as a guide for the implementation of design principles.

A central element of making predictive analytics applicable to business users
without data science knowledge is automation. To achieve this, it is important to
identify analytical components, in particular data preparation and modelling
algorithms, that fit to the addressed analysis tasks and the properties of the
available data. The concepts of metalearning can be used for this purpose (see
e.g. (Brazdil et al., 2009; Lembke, Budka, Gabrys, 2015)). Here metadata — so-
called metafeatures — for analysis tasks, data and algorisms help to select and

combine suitable analysis components that cover all essential CRISP-DM phases.
4 Design Principles

In a design science approach, kernel theories can be used to guide the design of
IT-based solutions (Gregor and Jones, 2007). Central to the project described
here is that the design of the projected software application is suitable for
business users without data science experience. To ensure the acceptance of the
planned solution, the technology acceptance model TAM?2 is used as guidance
for the identification of design principles. These have been developed in
workshops with industry experts and consultants having project experience in

the area of business analytics. The relation of TAM2 variables to the design
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principles is described below and summarized in Table 1. Hereby we first discuss
the principles related to variables for Perceived Usefulness and then the ones for Perceived
Ease of Use.

Table 1: Design principles and relations to variables from TAM2

gls & ¢ 5 B g
3. = 5 O
Design Principles < % &332 g 2L 15 0
=~ 5|A &le 8 g 2 s
2|0 o I R
Comprehensive business context (DP1) | X
Quick and easy availability of results % %
(DP2)
Guided extensibility of analyses (DP3) X X X
Discovery of (hidden) insights (DP4) X
Result presentation for business users
X X
(DP3)
System control by business users (DP6) X

Job Relevance is a key variable of TAM2 driving Perceived Usefulness. 1t is defined as
an individual’s perception regarding the degree to which a software solution is
applicable to her job (Venkatesh and Davis, 2000). To ensure that a business user
realizes the possibilities and value a predictive analytic tool provides for her tasks,
a comprehensive presentation of the business context of available data and
analysis options (DP1) is most important. An example of this is the presentation
of business processes, including all data and measurements with target values,

actuals and deviations.

The variable Output Quality describes how well tasks are performed by a system.
For an advanced analytics system for business users, this means in particular that
first analysis results should be quickly available without being hampered by a lack
of experience (DP2). If initial results do not correspond to the expected level of
detail, the users must also be guided on how to improve analyses (DP3). Finally,
all potentially relevant relations between data — also hidden ones such as clusters

or patterns — must be identified when analysing specific business issues (DP4).
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Innovative systems are more accepted if people can attribute improvements in
the accomplishment of their work tasks to the use of the system. In TAM2 this
is described by the variable Resu/t Demonstrability. Our first design principle DP1
— providing comprehensive business context to data and analysis options — is
certainly important here. In addition, interim and final results of analyses must
be easy to understand from a business point of view. They must “speak” to the
business audience (DP5).

The degree to which the use of an innovation is perceived to enhance one’s status
in one’s social system is described by the variable Image in TAM2. Nowadays,
when data science and predictive analytics are being hyped quite a lot, it is
prestigious to perform and understand such kind of analyses. Design principles
DP3 and DP5 support this aspect.

In TAM2 the variable Perceived Ease of Use is a direct determinant of Pervesved
Usefulness and is also directly linked to Intention to Use. The less effortful a system
is to use, the more using it can increase job performance (Venkatesh and Davis,
2000). Since the intended users of our system do not have data science
experience, control of the system by employees from business departments is a

most important design principle (DP6). A further principle relevant here is DP3.
5 Design and Implementation for Predictive Maintenance

For the design and implementation of the application prototype for predictive
maintenance, the functional requirements were structured according to the
CRISP-DM phases and the design principles from Section 4 were applied. Their
realization is illustrated in this chapter for an application scenario from the

polymer film production industry (see e.g. (Kohlert, M. and Kénig A. (2015)).

Providing comprehensive business information around the production process
is the key to meeting the first design principle that requires comprehensive
business context (DP1). For the first phase Business Understanding of CRISP-
DM, this means, e.g., displaying production steps, machine data, process
parameters and sensor measurements. An example for this is illustrated in Figure
1. One can see different steps of the production process, such as extrusion or
cooling and the corresponding machines with information about their output and

built-in sensors. In addition, access to all sensor measurements during the
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process under consideration is provided. Amongst other things, the
corresponding time series are displayed and compared with target values and

Guided Machine Learning for Predictive Maintenance Extrusion Line
D> Processes and Analyses P Lamination Process In the extrusion line, the granulate is heated, melted and
. processed into a thin film which is rolled up at the end.
> Lamination Process Y w
_ D Granulate Preparation I Film Production
3 Manufocture of Plastic gy
5 Manufacture of . s @
Shopping Bags o
G, Compounder | [ & Exvusion Line )
ling |
Thickness
4 | ¥ Extrusion
75 —
5 Cooling |
b
_ Description 320
W Cutting
Age 5 vears
Dimensions. 4250 mm * 880 mm * 2870 mm
& Rolling Up |
Weight 450 kg
| Model Thicky 50A
| I — Quput 140 260 mimin
Measurand Thickness
- Sensors 1
Optimum 75 um
Components B
Tolerance +5%
J _

Figure 1: Context information about production process, machines and data

A major component related to the second design principle — quick and easy
availability of results (DP2) — is the provisioning of process templates for
different analysis methods. These typically span over several CRISP-DM phases.
They are mandatory for automatic analyses, especially in the phases of data
preparation, modelling and evaluation. Figure 2 illustrates a decision tree
classification template used in the prototype.

Input: aggregated data
Output: binned data
Method & Parameters:
method, values (equal width,
number of records, ...)

Figure 2: Process template for classification
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The starting point is the business question to be analysed and the available data.
The data are examined with the help of several components that determine the
properties required for further processing. These are, for example, statistical
parameters such as mean values and standard deviations, missing values and
outliers, as well as correlations. The data are then pre-processed by reconstructing
missing values and replacing outliers. As a next step data are aggregated, e.g. to
average sensor values per minute. Then discretization follows. Here values that
are considered similar are assigned to one class. Since frequent patterns of sensor
values can also be important features for classifications, these are determined

next. Finally, a decision tree algorithm is performed.

Each of the analysis components is characterized by specified input values,
output values, a method and corresponding parameters. Discretization by
binning, for example, starts with the previously aggregated data and delivers
discretized data. A typical method for this splits the data into equal intervals with
specified size. Input and output of the building blocks in the process templates
are coordinated with each other and enable an end-to-end analysis of a given task.
The methods and parameters are initially specified so that automatic execution is
possible. Their selection can be systematized by metafeatures, describing analysis

task, corresponding data and analysis components (see e.g. (Brazdil et al., 2009)).

Guided extensibility of analyses (DP3) ensures that users are not left alone with
results that do not meet their expectations. Corresponding assistance is typically
placed in the CRISP-DM phase on model evaluation. The proposed extensions

will typically focus on variations in data preparation and modelling,
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Figure 3: Frequent sequential patterns for sensor data on temperature and corresponding

measurement details

A typical example for the phase on data preparation are suggestions to review
the methods used for data discretisation by binning (see e.g. (Han, Kamber Pei,
2011)). Initial analyses are determined by parameters in best practice templates
that include several alternatives. The results can sensibly depend on the binning
method, e.g. equal-width or equal-frequency, bin-size or smoothing method, e.g.
by means or median. If this is the case for automatic calculations, the system
should recommend that the user checks the binning from a business point of

view and changes it if necessary.

Another example for the CRISP-DM phase on modelling relates to feature
selection. Features for, e.g., decision tree algorithms may include patterns of
various sensor measurements. If the results of pre-defined analysis templates vary
significantly with the number of included patterns, users shall be asked to revisit
the identified patterns and evaluate their use for model building from a business

perspective.

The discovery of insights in data that are sometimes hidden (DP4) is most
relevant in the CRISP-DM phase on data understanding. Here data are
automatically examined using various statistical methods, such as correlation
analysis, and data mining methods, like clustering and pattern mining. Goal is, to

provide business users with potentially surprising insights, even if those are not
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directly related to the analysis task specified in the beginning. The results found
can be evaluated from a business point of view and used later during model

building,

Correlations

trong move in same directions

A e

—— Pressure 02
Teemperstire T4

Figure 4: Visualization of correlations

Figure 3 demonstrates an example from the predictive maintenance prototype.
The detection of frequent sequential patterns of sensor values was implemented
using the SPADE algorithm of the R package arulesSequences (Buchta et al.,
2018). Shown are results for frequent sequential patterns of sensor data for
temperature prior to quality issues. The application lists the patterns and
corresponding key figures for their relevance. It also allows detailed inspection

onto the course of the measured values in the respective patterns.

It is crucial that users without data scientific knowledge can understand, evaluate
and interpret intermediate and final results. Therefore, result presentation for
business users (DP5) is a design principle which is relevant for all CRISP-DM
phases where analyses are performed. For example, during the phase on data
understanding it is important to explain the level and meaning of identified
correlations between different parameters. Methods and results in data

preparation for dealing with missing values and outliers must also be explained
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in a way that is easy to understand. The same applies, of course, to the
presentation of the results from the modelling and evaluation phases.

As an example, Figure 4 displays the user interface of our prototype showing the
results of a dependency analysis of different variables based on Pearson
correlation coefficients. The direction and level of identified correlations are
visualized through colour coding and natural language. In addition, the user can

view and track the data history for the different correlations in detail.

Decision Tree

Accuracy Robustness

N . . To 90 % the model accuracy can also be
. 94% of all situations are correctly predicted . achieved with new data.

Temperature T4 > Pattern 1

N\

el .
& S

~ S

Pressure D2 > Pattern 13 Good quality
ﬂ for the next

day

) Pressure D2 > Pattern 14
Loss of quality
in one day _/\

q."/

Good qualllv
Loss of quxhty

Figure 5: Display of a predictive model based on a decision tree

Figure 5 shows an example for a simplified predictive model. In our prototype
the classification of quality risks is predicted here with the help of a decision tree
model based on the CART algorithm. The corresponding template for automatic
analyses allows as features sensor data, machine parameter as well as frequent
patterns. The visualization of the resulting model displays the tree and its nodes,
including the involved sequential patterns. The calculated reliability and
robustness of the model is illustrated through corresponding key figures and
icons (see e.g. (Han, Kamber Pei, 2011)).
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The last design principle, system control by business users (DP6), is most
important for the target audience of our predictive maintenance applications
which is assumed to have no data science experience. It also guides the
implementation of the aforementioned principles. Specialist terminology in
connection with data mining and machine learning must be avoided. Automation
(DP2), guidance (DP3) insights (DP4) and results (DP5) must always be
embedded in the business context (DP1) of an analysis task. Decisions to be
taken during an analysis by a user must be phrased in terms of possible
consequences with respect to business questions. Any system help must provide
information to the business user regarding model-building choices. This
information — which must always be formulated in business terms — can be
provided as outcome feedback, showing the consequences of choices, or
feedforward (Schymik et al., 2017).

6 Status and Outlook

Following the design principles from Section 4 and their implementation, as
illustrated in Section 5, a working prototype for predictive maintenance has been
developed. It has been built upon two different technology stacks. Stack 1 uses
PostgreSQL as database (PostgreSQL, 2019), node.js for application logic and R
for advanced analytics (node.js, 2019; R, 2019), OpenUIS5 for user interfaces and
plotly for diagrams (OpenUI5, 2019; plotly, 2019). Stack 2 uses dominantly SAP
technology with the SAP HANA database, SAP PAL for advanced analytics, SAP
XSA for application logic (SAP HANA, 2019), and again OpenUI5 and plotly
for user interfaces. Both stacks can be deployed on-premise or in cloud

environments.

Functional tests were performed with analysis templates for regression and
classification. Additionally, a descriptive evaluation of the prototype has been
conducted. Hereby the usage of the application against typical analysis scenarios
from polymer film production has been evaluated. In particular all steps of the

scenario were matched against the design principles from Section 4.

As a next step experimental tests with different companies are planned. For this
purpose, the analysis scenarios of the prototype have to be adapted to specific
use cases of the participating companies. For small and medium businesses, the

prototype implementation of stack 1, running on the Cloud Foundry platform is
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used (Cloud Foundry, 2019). Stack 2 is used for companies having SAP

technology already in place.

Future research focusing on metalearning concepts could probably further
improve the use of predictive analytics for people without data science
knowledge. Currently the application captures metafeatures about analysis tasks,
datasets and analytic components. The combination of metafeatures with the
quality of answers for specific analysis tasks are stored in a knowledge base. A
systematic use of this information for future analyses along the ideas of
metalearning is an interesting option to investigate further (see e.g. (Brazdil et al.,
2009; Lembke, Budka, Gabrys, 2015)).
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1 Introduction

The most successful companies constantly strive to achieve greater operational
efficiency and to optimize their business processes. For this reason, both
commercial enterprises and government entities are introducing methods of

Business Intelligence (BI).

Managers who do not make use of BI methods tend to rely on data collected
from Enterprise Resource Planning (ERP) systems and simple intuition. Good
intuition is always welcome in business, but it is similar to talent in sports. It is
no longer sufficient as a way of winning in a strong competitive field. Research
has shown that companies that adopt BI methods early and make decisions based
on the results generated by these methods do better than their market
competitors in terms of profitability, quick decision-making, and implementation

of operational decisions (Pearson and Wegener, 2013).

According to our experience, the management of many companies would like to
increase operational efficiencies using BI methods, but fear that they are not
sufficiently prepared and sense that the implementation of such projects might
fail. Managers often wonder if the company is “mature enough” for the launch
of such projects and what they should do in order to insure that such projects
will be successful. These questions go directly to the point as international
research shows that many BI projects fail. In addition to the predictable reasons
for unsuccessful projects, many other factors lead to failure: ambiguously or
unsuitably defined business goals, technological factors such as poor data,
inadequate preparation for the transition, and insufficiently trained human

resources (Sherman, 2015).

Necessary preparations are therefore the first important step on the path toward
the successful implementation of BI projects. The task of project leaders and
consultants is to run diagnostics and prepare the company and its human
resources for the introduction of the project in order to facilitate the achievement

of company goals.
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This article is written as an attempt to help companies that have decided to
introduce BI methods or have already introduced them with unsatisfactory
results. It emerged on the basis of known facts, our experience and ongoing
development of good practices introducing Bl to several successful companies

with whom we have collaborated.

At the beginning of the article, we describe the theoretical framework. In the
empirical section, we present evaluations of the preparedness of organizations
for the introduction of BI. We also present key areas that need to be researched

before concrete projects are launched.

We designed a questionnaire that we use to systematically perform diagnostics
and generate a list of necessary steps to take in the preparatory phase of the Bl
project. We combine information gathered from the questionnaire with our own
expertise to help clients avoid the obstacles and correct the problems that often

lead to project failure.
2 Theoretical Framework
In recent years, there has been much talk about digitalization.

The term digitalization not only means the transition from analogue to digital
operations, which has been a continual process since the invention of the
computer, but has acquired a deeper and more contemporary significance.
Namely: digitalization is the use of digital technologies to change the business
model and to provide new revenue streams and value-producing opportunities
(Gartner, 2018).

Today BI offers the key methods and tools for digitalization. However, there is
not yet a unified definition for BI, although certain concepts appear in most
definitions, such as efficiency, optimization, and better or quicker management

decision-making.

David Loshin (2003) defined BI as the processes, technologies, and tools that are
necessary for the conversion of data into information, information into

knowledge, and knowledge into plans, which leads to more efficient operations.
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The following definition of Bl is offered by the Gartner Report: Bl is an umbrella
term that includes the applications, infrastructure and tools, and best practices
that enable access to and analysis of information to improve and optimize

decisions and performance (Gartner, 2018).

BI is important for the improvement of decision-making on the basis of past
results. However, statistical data and the analysis derived from them are not
sufficient to forecast the future. The process should be enhanced by using data
mining methods, which are essential for not only forecasting the future but also

anticipating certain events that might occur.

In practice, we use predominantly statistical methods to conduct research into
the data of a company and to g