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Preface 
 

The 10th International Conference on Sustainable Energy and environmental Protection – 

SEEP 2017 was organised on June 27th – 30th 2017 in Bled, Slovenia, by: 

 

• Faculty of Chemistry and Chemical Engineering, University of Maribor, 

Slovenia,  

• University of the West of Scotland, School of Engineering and  

 

The aim of SEEP2017 is to bring together the researches within the field of sustainable 

energy and environmental protection from all over the world. 

 

The contributed papers are grouped in 18 sessions in order to provide access to readers 

out of 300 contributions prepared by authors from 52 countries. 

 

We thank the distinguished plenary and keynote speakers and chairs who have kindly 

consented to participate at this conference. We are also grateful to all the authors for their 

papers and to all committee members. 

 

We believe that scientific results and professional debates shall not only be an incentive 

for development, but also for making new friendships and possible future scientific 

development projects.  

 

 

 

General chair 

Emeritus Prof. dr. Jurij Krope 
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JIŘÍ JAROMÍR KLEMEŠ2& PETAR SABEV VARBANOV 

 
Increasing efforts and resources have been devoted to research during environmental studies, 

including the assessment of various harmful impacts from industrial, civic, business, 

transportation and other economy activities. Environmental impacts are usually quantified 

through Life Cycle Assessment (LCA). In recent years, footprints have emerged as efficient 

and useful indicators to use within LCA. The footprint assessment techniques has provided a 

set of tools enabling the evaluation of Greenhouse Gas (GHG) – including CO2, emissions 

and the corresponding effective flows on the world scale. From all such indicators, the energy 

footprint represents the area of forest that would be required to absorb the GHG emissions 

resulting from the energy consumption required for a certain activity, excluding the proportion 

absorbed by the oceans, and the area occupied by hydroelectric dams and reservoirs for 

hydropower. 

 

An overview of the virtual GHG flow trends in the international trade, associating the GHG 

and water footprints with the consumption of goods and services is performed. Several 

important indications have been obtained: (a) There are significant GHG gaps between 

producer’s and consumer’s emissions – US and EU have high absolute net imports GHG 

budget. (b) China is an exporting country and increasingly carries a load of GHG emission 

and virtual water export associated with consumption in the relevant importing countries. (c) 

International trade can reduce global environmental pressure by redirecting import to products 

produced with lower intensity of GHG emissions and lower water footprints, or producing 

them domestically.  

 

To develop self-sufficient regions based on more efficient processes by combining 

neighbouring countries can be a promising development. A future direction should be focused 

on two main areas: (1) To provide the self-sufficient regions based on more efficient processes 

by combining production of surrounding countries. (2) To develop the shared mechanism and 

market share of virtual carbon between trading partners regionally and internationally.
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Plenary Talk on 

Renewable energy sources for environmental protection 
 

HAKAN SERHAD SOYHAN4 

 

Development in energy sector, technological advancements, production and consumption 

amounts in the countries and environmental awareness give shape to industry of energy. 

When the dependency is taken into account in terms of natural resources and energy, 

there are many risks for countries having no fossil energy sources. Renewable and clean 

sources of energy and optimal use of these resources minimize environmental impacts, 

produce minimum secondary wastes and are sustainable based on current and future 

economic and social societal needs. Sun is one of the main energy sources in recent years. 

Light and heat of sun are used in many ways to renewable energy. Other commonly used 

are biomass and wind energy. To be able to use these sources efficiently national energy 

and natural resources policies should be evaluated together with the global developments 

and they should be compatible with technological improvements. Strategic plans with 

regard to energy are needed more intensively and they must be in the qualification of a 

road map, taking into account the developments related to natural resources and energy, 

its specific needs and defining the sources owned by countries. In this presentation, the 

role of supply security was evaluated in term of energy policies. In this talk, new 

technologies in renewable energy production will be shown and the importance of supply 

security in strategic energy plan will be explained.
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Abstract A multi-stage fluidized bed system for temperature swing adsorption (TSA) 

CO2 capture with solid amine sorbents, has been modelled and simulated for application 

in the field of biogas upgrading. For this purpose, a mass- and energy balance 

equilibrium model has been developed in the process simulation software IPSEpro™. A 

fluidized bed model is introduced that can calculate equilibrium adsorption loadings and 

the corresponding heating or cooling requirements within the individual fluidized bed 

stages of the adsorber and desorber column. The adsorption equilibrium calculations 

have been performed, using a Langmuir model that was fitted to CO2 adsorption data of 

an amine functionalized solid sorbent material. Within this work, the qualitative impact 

of the regeneration temperature and the stripping gas feeding rate on the overall process 

performance has been studied. Furthermore, the feasibility for integration of a high 

temperature process heat pump to recover heat from the adsorber to drive adsorbent 

regeneration within the desorber, has been assessed. Results obtained from this work 

clearly indicate a great potential of the multi-stage fluidized bed TSA process for 

application in the field of biogas upgrading, especially in combination with the proposed 

heat pump set-up. 
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1 Introduction 

 

Today, biogas is primarily used for heat and power production. However, a growing 

economic pressure in the power sector as well as seasonal lows in district heat demands, 

set the need to find alternative applications for biogas. One promising option is to upgrade 

biogas to bio-methane and to feed it into existing natural gas grids. Here, the separation 

of CO2 from biogas usually represents the step that has the greatest impact on the overall 

bio-methane production costs [1, 2]. In the past, several technologies have been applied 

to capture CO2 from biogas, whereas none of them showed to be superior in terms of 

separation costs [1, 2]. Nevertheless, among the available technologies today, amine 

scrubbing shows several advantages such as an outstanding methane recovery rate and 

the fact that the biogas is treated at low pressure. The main technological drawback, 

however, is that the regeneration of the aqueous amine solvents requires significant 

amounts of heat at a relatively high temperature. 

 

More recently, adsorption based processes have been proposed for post-combustion CO2 

capture applications [3–5] as energy efficient alternative to amine scrubbing systems. 

Continuously operated, temperature swing adsorption (TSA) systems, such as the one 

recently proposed by authors of this work [6], seem to have a high potential to lower the 

energy demand and the associated costs for CO2 capture. Furthermore, since amine 

functionalized CO2 adsorbents can be utilized in such processes, TSA systems should 

also allow for selective separation of CO2. While continuous TSA systems have already 

been proposed for CO2 capture from stack flue gas, only little effort has been taken to 

assess the feasibility for biogas upgrading applications. 

 

Hence, this work presents a basic assessment of the feasibility of a multi-stage fluidized 

bed TSA system for biogas upgrading. For this, a mass- and energy balance based 

adsorption equilibrium model is introduced and used to assess the impact of the main 

operating parameters on the overall process energy demand. Furthermore, the application 

of a high temperature process heat pump for heat recovery from the exothermic 

adsorption step and utilization of this heat for the endothermic CO2 desorption (i.e. 

adsorbent regeneration) is also studied in this work. 

 

2 Model 

 

The introduced model for simulation of biogas upgrading via CO2 capture in a multi-

stage fluidized bed TSA system is based on the model, that has been previously 

introduced by Pröll et al., (2016) [4]. The TSA reactor basic scheme is given in Figure 1. 

Inside the thermodynamic process border (red rectangle), there are two interconnected 

five stage fluidized bed columns. Both columns facilitate counter current contact of the 

solid sorbent material and the respective gas streams that are used as fluidization agents. 

In the adsorber column the pre-treated biogas stream is introduced at the bottom, whereas 

the regenerated (lean) solid sorbent material is introduced at the top. In the desorber 
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column, the CO2 loaded (rich) adsorbent is fed at the top while a stripping gas (air or 

steam) is introduced at the bottom.  
 

 
Figure 1. Basic scheme of the TSA 

process 
 

Every stage comprises immersed heat exchangers that provide the required cooling 

demand in the adsorber and the heating demand in the desorber, respectively. 

 

The boundary conditions of all in-going and out-going mass- and energy streams of the 

TSA system that have been used for process evaluation are shown in Figure 1. The model 

has been developed within the process simulation software IPSEpro™ and is shown in 

Figure 3. 

 

In the present work, the adsorption thermodynamics of the adsorption material will be 

consistently described in the relevant temperature range through a Langmuir model. The 

adsorption data used in this work is taken from an amine functionalized sorbent material 

thermodynamic 

border

Adsorber

heat heat

sorbent 

transport 

lines

biogas

(CH4, CO2)

bio-methane

(CH4, CO2 under 2%vol)

stripping gas

stripping gas + CO2

Desorber

1. Stage

Tads Tads < Tdes 

CO2 

rich
CO2 

lean

heat 

displacement 

system

5. Stage

1. Stage

5. Stage



4 10TH INTERNATIONAL CONFERENCE ON SUSTAINABLE ENERGY AND ENVIRONMENTAL 

PROTECTION (JUNE 27TH – 30TH, 2017, BLED, SLOVENIA), RENEWABLE ENERGY SOURCES 

H. Vogtenhuber, R. Hofmann, G. Schöny, J. Pirklbauer, M. Fraubaum, F. Helminger, 

A. Werner & H. Hofbauer: Development of an Efficient Heat Balance Concept for a 

TSA-Process Considering Heat-Pump Integration 

 

(PEI-based sorbent) that has been developed by Fauth et al. (2012) [7]. The corresponding 

adsorption isotherms are shown in Figure 2. Due to the properties of this adsorbent 

material (i.e. reported thermal stability) the operating temperature range of the simulated 

TSA process has been selected between 45°C (adsorber) and 100°C (desorber). 

 

The unit model of a fluidized bed gas-solid contacting stage has been adopted from Pröll 

et al. (2016) [4]. The unit model assumes ideal adsorbent material mixing inside each 

stage and that CO2 adsorption equilibrium conditions are achieved. 
 

 
Figure 2. Fauth et al. (2012) research on CO2 sorption isotherms for PEI at diff. temp. and 

CO2 partial pressures fitted to Langmuir isotherm 
 

Further, a heat displacement system will be introduced in the process. Applying a heat 

pump (HP) heat from the adsorption column is utilized to heat the stripping column. To 

evaluate the efficiency of the HP as well as of the overall system a concise heat pump 

model is implemented. The coefficient of performance (COPh) of the HP is calculated 

according to Eq. (1) using the user-specified Carnot efficiency factor f0, which is the ratio 

of the COPh of the HP to the idealized maximum COP of the Carnot cycle (COPCarnot). 
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The Carnot efficiency factor f0 includes potential energy losses of a real heat pump e.g. 

attributed to component efficiency and refrigerant. 
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The heat to be conducted between fluidized bed and stage heat exchanger is based on 

Fourier’s law and can be written as 

 

mhex TAkQ      (2) 

 

where k is the global overall heat transfer coefficient and will be assumed with 

300 W/m²K. This value depends on average heat transfer in fluidized bed. The conducted 

energy �̇� from Eq. 2 can also be written as 

 

)( ,,, outflinflflpfl TTcmQ         (3) 

 

3 Simulation 

 

In order to assess the feasibility of the introduced TSA concept for biogas upgrading, the 

boundary conditions for CO2 separation have been defined as provided in Table 1. The 

defined biogas CO2 concentration lies in the range of typical gases produced by 

breakdown of organic matter in absence of oxygen. The simulated TSA-process works 

with assumed 100kg/h biogas to treat for simple correlation of performance parameters 

such as energy requirements to the amount of bio-methane with defined 96% CO2 capture 

rate. 

 

Table 1. Definition of the streams 

biogas 30,0%vol CO2  45°C 100 kg/h 

bio-methane 2,0%vol CO2 45°C 48,5 kg/h 

stripping-gas air var. var. 

desorb. off-gas air + CO2 var. var. 

 

The pressure drop of each column has a limited value with 200mbar which is considered 

as the allowed maximum pressure drop for biogas upgrading. Within the simulation a 

value of 40mbar was assumed along each stage. 

 

In Figure 3, the process flow scheme of the multi-stage TSA configuration is presented. 

Five unit models of contacting stages are combined and connected to represent each gas-

solid contactor column. Gas and solid streams flow counter-currently through the stages 

in each column. Heat exchange within each stage will be assumed to keep the temperature 

stable at a certain level. 

 

In this simulation, according to Eq. 3, mass flow �̇�𝑓𝑙 and inlet temperature 𝑇𝑓𝑙,𝑖𝑛 are 

assumed in order to calculate the reflux temperature 𝑇𝑓𝑙,𝑜𝑢𝑡. 

 

The HP extracts the required energy for evaporation from the heat transfer fluid of the 
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adsorber. The heating and cooling demands are not equal in the TSA system. The cooling 

demand is higher than the extracted heat at the evaporator of the heat pump. Therefore, 

an additional heat sink 𝑞𝑒𝑥𝑡𝑟𝑎,𝑐𝑜𝑜𝑙𝑖𝑛𝑔 is needed to close the cooling circuit. For first 

approximation the immersed heat exchangers of adsorber/desorber with the heat pump 

model are serialized and shown in Figure 3 

 

4 Basic Assessment 

 

The desorber temperature and the stripping gas flow are varied to analyze the overall 

energy demand of the TSA system. 

 

 
Figure 3. IPSEpro™ biogas TSA model with five stages in the adsorber/desorber 

featuring a heat displacement system 

 

One of the main process variables for the CO2 capture target is the solid sorbent 

circulation rate. It depends on the stripping gas flow which will be ranging from 80 to 

150kg/h. The variation of the desorber temperature is assumed with values ranging from 

65 to 100°C. The outcomes are different energy demands and of course different overall 

heat exchanger areas, respectively. This assumed variations and particular the 

temperature gap between adsorber and desorber are affecting the coefficient of the heat 

pump.  
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Due to the described conditions the heating or cooling demand and an overall specific 

energy demand (𝛴𝑞𝑑𝑒𝑠  and 𝛴𝑞𝑎𝑑𝑠) per contactor column is assessed. Therefore a specific 

energy consumption is calculated and compared. Furthermore, to ensure the stripping gas 

flow, a blower is applied and the specific electrical energy demand 𝑤𝑒𝑙,𝑏𝑙𝑜𝑤𝑒𝑟  must be 

added to the overall process energy demand. To combine both energy demands (thermal 

and electrical), the factor 𝑓𝑡ℎ is multiplied to the electrical energy consumption. The factor 

is assumed with the value 2 in terms of electricity generation efficiency. In conclusion, 

Eq. 4 sums up the heat demand and necessary applied electrical power. Electrical 

consumption of pumps are not considered in this assessment. 

 

Thus the overall process energy demand 𝑞𝑡𝑜𝑡 is approximated according to Eq. 4. 

 

blowerelthdestot wfqq ,       (4) 

 

For the case of the integration of the heat pump as the heat source for the needed desorber 

heat following Eq. 5. is introduced. 

 

)( ,,, HPelblowerelthHPtot wwfq        (5) 

 

In chemisorption it is not usual to illustrate cooling power due to available cooling water. 

But to obtain the total energy demand and of course the overall heat balance it is very 

important to present the cooling demand. Therefor the cooling demand is given in 

following Eq. 6: 

 

adscooling qq          (6) 

 

5 Results and Discussion 

 

The solid sorbent circulation rates at different stripping gas flow rates are shown for a 

variation of the desorber temperature in Figure 4.  
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Figure 4. Different stripping gas flows in order to sorbent circulation rate during 

variation of the desorber temperature 

 

The minimum stripping gas flow for this configuration is 80kg/h and goes up to 150kg/h. 

Decreasing the desorber temperature, the sorbent circulation rate increases due to 

increasing lean sorbent loading. A significant gain can be observed at 80°C down to 65°C. 

At desorber operating temperatures around 100°C, the required solid sorbent circulation 

rates are in the range of 10 kg per kg bio-methane regardless of the amount of stripping 

gas used. On the other hand, at 65°C, the impact of the stripping gas flow rate on the 

required sorbent circulation rate seems to be significant (34 to 58kg/kg bio-methane). 

 

For further basic investigations the energy demand in the five stage configuration 

compared for one assumed stripping gas flow case (120kg/h) is analyzed. The following 

graph illustrates the heating demand to run the process and the effect of the high 

temperature heat pump. 
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Figure 5. Energy demand for the five stage TSA process with/without high temperature 

heat pump 

 

In Figure 5 the heating demand with the weighted electrical demand represents the total 

energy demand to maintain the process according to Eq. 4. Comparing Figure 4 and 

Figure 5, it appears that the energy for heating the circulating amine material correlates 

with the solid circulation rate due to the gain by decreasing temperature. The minimum 

energy demand is obtained around 2.6 and increased to the maximum of 2.8MJ per kg 

bio-methane. The cooling demand to keep the adjusted adsorber temperature constant, 

according to Eq. 6 is also valuated and presented in Figure 5 (cooling demand line). The 

electrical demand line indicates heat integration measure through the introduced heat 

pump model and follows Eq. 5. The specific energy minimum is observed at 65°C with 

1.7MJ/kg bio-methane due to the coefficient of performance of the HP. From this graphs, 

the energy saving increase from 13% to 41% with decreasing the desorber temperature 

due to the arising gap between process energy behaviors with and without HP. The extra 

cooling demand (HP) illustrates that the HP decreases the cooling demand under 1MJ/kg 

bio-methane. These results clearly proof the concept of heat pump integration for the 

multi stage fluidized bed configuration. 

 

Figure 6 shows the overall area of the immersed heat exchangers in gas-solid contactor 

columns. The calculated area AHEX has been calculated using Eq. (2).  
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Figure 6. Overall heat exchanger area depending on desorber temperature 

 

 
Figure 7. COPh of the high temperature heat pump model 
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The minimum overall heat exchange area in the desorber column is about 12m² and 

increases to 22m² at a desorber operating temperature of 65°C. It is shown, that the needed 

heat exchange area is 60% higher at 80°C as compared to the initial HEX area at 100°C 

and goes up to over 100% at 65°C. These results should be interpreted with caution due 

to possible column design in terms of high HEX areas to ensure enough conducted heat 

(Eq. 2) at low desorber temperatures. 

 

The performance of the heat pump is given through the coefficient of performance 

according to Eq. (1) and shown in Figure 7 for the five stage TSA configuration. The 

maximum COPh of 3,5 appears at 65°C and declines to 2,3 at 100°C regeneration bed 

temperature.  

 

6 Conclusion 

 

These results from chapter above may be interpreted to indicate possible regeneration bed 

temperature in terms of heat demand, passable column design in order to HEX area and 

best possible heat pump efficiency (COPh).  

 

Comparing Figure 4, Figure 5 and Figure 6 it should be pointed out that a desorber 

temperature of 65°C is perfect for low energy consumption of the process with a HP but 

at the same time the sorbent circulation rate and HEX areas are on a very high level. 

 

As drawback of this method the CO2 capture efficiency of each stage can be mentioned, 

which is not the same as in real conditions due to equilibrium model. This work gives a 

basic assessment of the feasibility of TSA process for application in the field of biogas 

upgrading. Obtained results clearly motivate further work on the optimization of 

continuous TSA CO2 capture processes for application in the field of biogas upgrading: 

 

• Development of a stage efficiency model, that considers a practical distance 

from the adsorption equilibrium in each stage  

• For better assessment of the required heat transfer surface areas, the heat 

transfer coefficient will be evaluated through convenient correlation and will 

be introduced in the TSA-process model. 

• The amount of the stripping gas for recovery is a big impact factor for energy 

consumption in terms for the sorbent circulation rate and column design. 

• A possible addition of a rich/lean heat exchanger could be improving the heat 

balance due to lower sensible energy demand for the circulating sorbent 

material.  

• The heat pump model is not considering a specific heat pump configuration 

(including refrigerant, refrigeration cycle configuration, etc.). For further 

investigations an advanced heat pump model will be implemented. 

• Screening of literature to identify optimal adsorbent materials for application 

in TSA systems for biogas upgrading 
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Abstract By determining the methane production, pH, and volatile fatty 

acids (VFA) content of deer manure anaerobic fermentation system we 

explored the effects of adding biogas slurry on biogas production for the 

anaerobic fermentation of deer manure. The initial mushroom slag amount 

that was added was 35 g, total solid content was 6%, and temperature was 

35°C. The results showed that the total amounts of biogas and CH4 

produced were the largest when the amount of biogas slurry added to the 

fermented mixture was 30%. The pH was generally increased when biogas 

slurry was added to the fermented mixture. Upon increasing the amount of 

biogas slurry, the trend of the VFA content in the fermented material first 

increased, then decreased and finally increased again. 
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1 Introduction 

 
Biogas slurry is rich in organic content, and when the SS, COD, BOD5 and TP are high, 

the concentrations of COD in cow dung and straw (raw materials) have been shown to be 

higher than in other treatments, reaching 6800 mg·L−1 and 5800 mg·L−1 [1,2]. The TN, 

TP, TK and organic matter contents of 20 biogas slurry samples were analyzed, and the 

results showed that the organic matter contents in the biogas slurries from cow dung 

digesters and mixed raw material digesters were higher compared to those from pig 

manure digesters and chicken manure digesters [3]. 

 

Study showed that CH4 production increased by 20% compared to that of untreated wheat 

straw [4]. Another study showed that biochar application significantly increased the CH4 

flux compared to untreated soil [5]. The best results for biogas slurry nutrient reduction, 

CO2 removal, and upgrade effects were obtained by treatment of S. obliquus under a 

moderate light intensity [6]. The best LED light wavelength mix ratio for improving both 

biogas and biogas slurry nutrient removal was a red:blue ratio of 5:5 [7]. Coupled micro-

algal and anaerobic biotechnology may be a sustainable alternative for integrated nutrient 

removal and biofuel production applications [8]. Microalgae that were cultured in a 

biogas slurry accumulated more carbohydrates in cells, making this biogas slurry a more 

suitable medium for improving the carbohydrate content [9]. The biogas model suggested 

using 21% of biogas for electricity and 79% for upgrading [10]. Methane emissions were 

measured over two years at an earthen storage facility that contained a digestate from a 

mesophilic biodigester in Ontario, Canada, and the annual CH4 emissions averaged 19 g 

CH4 m-3 d-1 and 0.27 g CH4 kg-1 VS d-1 in the storage facility [11]. The dynamics of 

ammonium accumulation and mitigation control in the anaerobic digestion of chicken 

manure under the recycled utilization of a liquid digested slurry were investigated by 

using an integrated approach, and the accumulated VFAs and ammonium contents 

resulted in a decrease in biogas production of 43% [12]. The results demonstrated that 

forcing sugar beets into the feedstock mix resulted in generally higher GHG emissions 

and deteriorated energy balances [13]. Another study presented the life cycle 

environmental impacts of a system that produces biogas from agricultural wastes via 

anaerobic digestion while co-generating heat and electricity, and they found that this 

system can lead to significant reductions in most impacts compared to fossil-fuel 

alternatives, including the global warming potential, which was reduced by up to 50% 

[14]. Manure biogas is a renewable energy resource that is untapped in Europe compared 

to its full potential [15]. The use of anaerobic digestion to make biogas into an energy 

source is a mature technology in many European countries [16]. The study of biogas 

fermentation started earlier in China, but application of biogas is slow due because it is 

an immature technology [17, 18]. As shown in previous studies, improving the utilization 

of livestock manure resources is difficult and emphasis in current research. The deer 

manure utilization rate is low, causing serious pollution problems, and anaerobic 

fermentation of deer manure to produce biogas has the appropriate ratio of carbon to 

nitrogen. Thus, it is important to study biogas production by anaerobic fermentation of 

deer manure. The total gas production, total methane content in the gas, and pH and VFA 

contents in the mixture were determined in our study. We aimed to explore the effects of 
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adding a biogas slurry on biogas production upon anaerobic digestion of deer manure, 

the influence of anaerobic digestion of deer manure biogas on the amount of biogas 

produced, and the ability of methane gas to improve the yield of deer manure to increase 

methane production. 

 

2 Materials and Methods 

 

2.1 Experimental materials 

 

(1) Deer manure: Fresh deer manure was collected from the Shuangyang District at the 

Changchun City deer farm. It was fully mixed after collection, installed in a valve bag, 

and hermetically preserved at 4°C. 

 

(2) Mushroom residue: Mushroom residue was collected from the polysaccharide waste 

of a mushroom production plant and sprayed with water every day after being retrieved 

to ensure the activity of the strain. 

 

(3) Biogas slurry: Biogas slurry was the filtered supernatant of an anaerobic digestion of 

the deer manure and mushroom residue. 

 

2.2 Experimental methods 

 

Experiments were performed via batch fermentation. The method for determining the 

basic physical and chemical properties of TS, VS, TOC, TN, and TP are shown in Table 

1. The composition of the experimental materials and C/ N ratio are shown in Table 2. 

In the experiment, 35 g of mushroom residue was added, the total solid content was 6%, 

and the temperature was set to 35°C. We used 4 group experiments. For the first 

experimental group, biogas slurry was not added during the experimental process. For 

the second experimental group, third experimental group and fourth experimental group, 

before the start of the experiment, biogas slurry was added at 10%, 30% and 50%, 

respectively, to the fermented mixture. The determination indexes included the pH, daily 

gas production, cumulative gas production, CH4 content, and VFA content. 

 

Table 1. Determination methods for the fermentation raw material indexes 

Number Item Test method 

1 TS 105℃ Drying 

2 VS 550℃ Burning 

3 TOC Potassium dichromate method 

4 TN 

Alkaline potassium persulphate 

digestion-

UV spectrophotometric method 

5 TP 
Ammonium molybdate 

spectrophotometric method 
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Table 2．Fermentation substrate characteristics 

material TS（%） VS（%） C（%） 

deer 

manure 
67.82–73.69 77.83–81.59 49.89–54.43 

mushroom 

residue 
50.63–53.96 87.65–90.38 33.69–35.85 

material N（%） P（%） C/N 

deer 

manure 
1.68–2.02 0.49–0.65 25.72–30.06 

mushroom 

residue 
1.51–1.63 1.39–1.57 21.96–23.11 

 

3 Results 

 

3.1 Changes in biogas production during the fermentation period 

 

The changes in daily gas are shown in Figure 1 under various conditions. The 

experimental results show that the four experimental gas production groups first 

increased and then decreased during anaerobic digestion. However, there was a difference 

in both the peak value and peak time of gas production in the different groups. The first 

group in the anaerobic digestion process had two peaks in gas production, at the 20th day 

and at the 34th day, in which gas production was 1118 mL and 1109 mL, respectively. 

The other three groups were higher than the first group during the initial stage of gas 

production. The other three groups exhibited a relatively large amount of gas production 

relative to the first group during the initial stage, which indicates that the addition of 

biogas slurry can promote the production of biogas. Compared with the second group and 

fourth group, there was a large number of peak gas production days and the gas 

production rate was high during the stable gas production period in the third group. 

 

The cumulative gas production statistics show that biogas slurry addition can increase 

biogas production. The cumulative gas production of the first group was lower during the 

initial stage of anaerobic digestion. The cumulative gas production of the first, second, 

third and fourth groups was 19,685 mL, 21,637 mL, 24,346 mL and 21 891 mL, 

respectively, and the gas production period was 36, 35, 36 and 31 days, respectively. The 

cumulative gas production of the second group, third group and fourth group compared 

with the first group increased by 1,952 mL, 4,661 mL and 2,206 mL, respectively, and 

gas production increased by 9.92%, 23.68% and 11.21%, respectively. Adding biogas 

slurry had little effect on the fermentation cycle. 
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Figure 1.  Gas production as a function of different factors 

 

3.2 Changes in the pH and CH4 content during the fermentation period 

 

The changes in pH were measured every 3 days, as shown in Figure 2, under different 

experimental conditions, and the pH of the fermentation materials in the four groups 

exhibited an overall increasing trend. The pH of the fermentation materials were adjusted 

to approximately 7 for the four groups before the start of the experiment, and the pH of 

the fermentation material in the first group was 5.5 during the initial stage of the reaction. 

The pH increased to 6.35 until the 22nd day. The highest pH in the first group was 7.25 at 

the beginning of the 25th day, and then, the pH showed a downward trend and the pH was 

maintained at more than 6.5. For the second group and first group, the acidification stage 

(pH<7) lasted more than 20 days and the pH was approximately 6. The pH of the second 

group remained in the range of 7.1 to 7.5 from the 28th to the 46th day. The pH of the third 

group was higher than the pHs of the other three groups during the initial stage. The pH 

increased to 7.16 12 days after the first peak and was approximately 7.35 until the end of 

the experiment. The pH change of the fourth group was similar to that of the first group, 

and the two obviously increased and decreased throughout the entire process. The peak 

pH was 7.2 on the 25th day, and the pH was maintained at approximately 6.8 after 

reaching the highest value. 

 

The CH4 content in biogas was measured once every 2 days, as shown in Figure 3, under 

different experimental conditions, and the four groups exhibited a trend of initial increase 

in the CH4 content followed by a decrease. The first group was determined to contain 

CH4 on the ninth day of anaerobic fermentation. The CH4 content increased from the 9th 

to the 19th day, and the peak amount of CH4 was 54.20% on the 19th day. The CH4 content 

was maintained at more than 40% during the fermentation process from the 19 th to the 

25th day, and was then maintained at 15–20%. The second group began to produce CH4 

on the 5th day compared with the first group and was observed as early as 4 days. 

Compared with the first group, the CH4 content of this group increased slowing during 

the early stage of the experiment. This group’s CH4 content was above 40% from the 19th 

to the 23rd day. The peak value of 49.01% appeared on the 23rd day compared with the 
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first group, and the CH4 production time and cycle was long. The third group began to 

produce CH4 on the third day of anaerobic fermentation, and the peak value of 55.79% 

appeared on the 17th day of anaerobic fermentation; this group was showed the earliest 

production of CH4 and the highest peak value. For the third group, the experimental 

methane content was greater than 40% from the 13th to the 33rd day throughout anaerobic 

digestion, and the CH4 content was more than 30% from the ninth day to the end of the 

reaction. For the fourth group, we detected CH4 on the third day of anaerobic fermentation 

and the CH4 content reached a peak of 61.21% on the 23rd day. The CH4 content was more 

than 40% from the 19th to the end of the reaction. Compared with the first group, the 

fourth group had a higher CH4 content and CH4 appeared earlier. From the above analysis, 

it is indicated that addition of biogas slurry had an obvious effect on anaerobic digestion. 

 

 
Figure 2. pH as a function of different factors 

 

 
Figure 3. CH4 as a function of different factors 

 

3.3 Changes in the VFA content during the fermentation period 

 

The VFA contents were measured every 3 days, as shown in Figure 4, under different 

conditions. The VFA content of the first group showed two peaks throughout anaerobic 

fermentation 10 days before the experiments. The VFA content showed an upward trend 

and then a downward trend, and it reached 2.29 g/L at the end of the reaction. The VFA 

content of the fermentation mixture in the second and third groups first exhibited an 

increasing trend and then decreased, and the peak value of 10.69 g/L in the fourth group 

was higher than that of the other three groups on the 13th day. The VFA content in the 



10TH INTERNATIONAL CONFERENCE ON SUSTAINABLE ENERGY AND ENVIRONMENTAL 

PROTECTION (JUNE 27TH – 30TH, 2017, BLED, SLOVENIA), RENEWABLE ENERGY SOURCES 

H. Wang, J. Xu, L. Sheng & X. Liu: Effect of Addition of Biogas Slurry for Anaerobic 

Fermentation of Deer Manure on Biogas Production 

19 

 

fourth group decreased in the following 13 days to 3.41 g/L by the 19 th day and then 

slightly increased. Compared with the first group, the VFA content in the second group 

decreased quickly with time and reached 0.29 g/L at the end of the experiment. Compared 

with the second group, the VFA value of the third group was the fastest. 

 

 
Figure 4. Volatile fatty acids as a function of different factors 

 

4 Discussion 

 

Methane produced from anaerobic digestion is generally divided into in four stages: 

hydrolysis, acid production, acid dehydrogenation and methane production. The main 

influencing factors of methane produced from anaerobic digestion include the ratio of 

raw materials, fermentation temperature, inoculum, carbon, nitrogen, feed concentration, 

pH, among others [19-21]. The slurry contained large amounts of nutrients and 

microorganisms, and the total nutrient content was 0.94–15.4% [22]. Biogas production, 

which will play a key role in future energy systems largely based on renewable sources, 

is expected to grow significantly over the next few decades [23]. Biogas slurry treatment 

can significantly increase the soil saturated hydraulic conductivity and soil aggregate 

content [24]. When a biogas slurry is added to a mixed material, the anaerobic 

fermentation reaction is favorable and will produce methane in advance. However, 

adding an excessive amount of biogas, on the one hand, diluted the fermentation of raw 

materials and had an adverse effect on the anaerobic fermentation reaction, but on the 

other hand, it increased the concentrations of volatile fatty acids and of ammonia and 

inhibited the reaction. Therefore, adding the proper amount of biogas slurry can not only 

improve the mixture reaction speed and gas production but can also avoid producing high 

amounts of fatty acids index, which would lead to a negative effect. From the statistical 

results of the total gas and CH4 contents from our experiments, as the amount of biogas 

slurry was increased, the total gas production and methane content first increased and 

then decreased and the total amount of biogas and CH4 were highest when the amount of 

biogas slurry added to the fermented mixture was 30%. The pH was generally increased 

when biogas slurry was added to the fermented mixture, and the increase in pH was most 

obvious when the amount of biogas slurry added was 30% of the fermented mixture. We 

determined that the trend of the VFA content in the fermented material first increased, 

then decreased and finally increased with an increasing amount of biogas slurry. The 
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content of VFA was the lowest when the amount of biogas slurry that was added was 

30% of the fermented mixture, which was the most favorable for CH4 production. 

Through this experimental study, to scientifically determine the amount of biogas slurry 

to add to anaerobic fermentation in an initial quick start fermentation device, for the 

sequencing batch anaerobic fermentation biogas slurry flow control is significant. 

 

5 Conclusion 

 

By using different amounts of biogas slurry, the optimum conditions for producing gas 

were explored for anaerobic digestion of deer manure. The main conclusions are as 

follows: 

 

(1) The addition of biogas slurry to the fermentation of raw materials can improve 

the total biogas production, and the total amount of biogas produced was 

highest when the amount of biogas slurry added was 30% of the fermented 

mixture. 

(2) The addition of biogas slurry to the fermentation of raw materials can improve 

the CH4 content and produce CH4 in advance. The total amount of CH4 was 

highest when the amount of biogas slurry added was 30% of the fermented 

mixture. 

(3) The pH generally increased when biogas slurry was added to the fermented 

mixture, and the increase in pH was the most obvious when the amount of 

biogas slurry added was 30% of the fermented mixture. 

(4) With an increasing amount of biogas slurry, the trend of the VFA content in 

the fermented material first increased, then decreased and finally increased. 
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Abstract Waternet, the water utility of Amsterdam and surroundings, has 

the ambition to operate climate neutrally in 2020. Although large progress 

has been made since 1990 to reduce Greenhouse Gas emissions (GHG), in 

2016 the remaining emission was still 37,203 ton CO2-eq. A possibility to 

further decrease the GHG emission is thermal energy recovery from 

drinking water. As Waternet produces drinking water from surface water, 

the temperature varies between 1 oC and 25 oC which offers opportunities. 

The question is whether thermal energy recovery from drinking water 

really results in a reduction in GHG emissions, and especially at what costs. 

In addition, thermal energy recovery influences the drinking water 

temperature and thus may affect the microbiological drinking water quality. 

A specific case in Amsterdam showed that cold recovery from drinking 

water contributes to the reduction of GHG emissions, and reduces the costs 

of cooling. Preliminary laboratory experiments revealed no negative effects 

on the microbiological drinking water quality. 
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1 Introduction 

 

Waternet is the public water utility of Amsterdam and surroundings. Waternet has the 

ambition to operate climate neutrally in 2020. A climate neutral operation is defined as 

an operation without a net greenhouse gas (GHG) emission. From 1990 to 2016 the GHG 

emission of Waternet decreased from 114,196 ton CO2-eq to 37,203 ton CO2-eq, as 

shown in Figure 1. 

 

 

 
Figure 1. Greenhouse gas emissions of Waternet 

 

Hence, additional measures have to be taken to realize the target in 2020. The policy of 

Waternet, and also a condition for the measures, is to select measures which can be 

incorporated in the operations of Waternet, and an inventory has been made recently [1]. 

An additional condition is that measures have to be cost neutral. One of the options 

concerns thermal energy recovery from drinking Water. As Waternet produces drinking 

water from surface water, which varies in temperature between 1 oC and 25 oC [2], cold 

recovery for cooling and heat recovery for heating, from drinking water transport pipes, 

looks attractive. In case of cold recovery, the drinking water temperature after cold 

recovery increases, which may affect the microbiological drinking water quality [3].  

 

The objective of this study was to analyse the potential of cold recovery from drinking 

water on three decisive criteria: the effect on the reduction of GHG emission of Waternet, 

the financial effects and the effects on microbiological drinking water quality. 

 

2 Materials and Methods 

 

GHG emissions were calculated based on the international Greenhouse Gas Protocol [4]. 

To determine the effect of GHG emissions on the climate footprint, the Intergovernmental 

Panel on Climate Change Global Warming Potential (IPCC GWP) 100a method [5] was 

used. Within this method, only the environmental problem of climate change is evaluated 

and the results are expressed in CO2 equivalents. 
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Costs of cold recovery from drinking water were based on the Total Costs of Ownership 

(TCO) concept, in which total costs of acquisition and operating costs as well as costs 

related to replacement at the end of the life cycle are included. The evaluation period 

covered a period of 30 years. 

 

For the GHG analysis and the cost analysis a specific case was selected: the “Sanquin-

Waternet” case. Sanquin produces plasma products from blood and needs cooling 

capacity to store products. Just along Sanquin a 700 mm drinking water main of Waternet 

passes. From this main a supply pipe and return pipe are connected with a heat exchanger, 

as shown in Figure 2. 

 

 
Figure 2. Delivery of cooling capacity, through a Waternet drinking water main, via a 

heat exchanger (HE), to Sanquin 

 

Through this connection Waternet can supply Sanquin cooling capacity: during winter 

cooling capacity is delivered directly, and an aquifer thermal energy storage (ATES) is 

charged. In summer the ATES supplies the cooling capacity. Figure 3 shows the process 

set-up in winter and summer. 

 

 
Figure 3. Process set-up of cooling with drinking water under winter and summer 

conditions 
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Effects on microbiological drinking water quality and biofilm formation were studied in 

three laboratory scale drinking water distribution systems (DWDS) [6]. Figure 4 shows 

the systems: system 1 is the study system with operational heat exchanger for cold 

recovery, system 2 is the control system with installed but not in operation heat exchanger 

to study the effect of additional surface area in the distribution system, while system 3 is 

the reference system without heat exchanger. 

 

 
Figure 4. Laboratory scale drinking water distribution systems 

 

Table 1 summarizes the operational conditions of the three laboratory scale systems. The 

systems were operated for a period of 6 months. As these preliminary laboratory 

experiments were carried out in the summer, the inlet drinking water temperature was 

relatively high (18-19 oC) compared to the inlet drinking water temperature at which the 

full-scale installation at Sanquin will be operated (temperatures below 15 oC). 

 

Table 1. Operational conditions of the laboratory scale DWDS 

 Laboratory scale DWDS 

1 2 3 

Flow rate (l/m) 4.5 4.5 4.5 

Flow velocity (m/s) 0.15 0.15 0.15 

Inlet temperature (oC) 19 18 19 

Outlet temperature (oC) 24 18 19 

Pipe material PVC PVC PVC 

Pipe diameter (mm) 25 25 25 

Length of system (m) 10 10 10 

 

Microbiological water quality and biofilm analysis concerned Total Cell Concentrations 

(TCC), Adenosine Tri Phospate (ATP) concentrations, Aeromonas spp. and Legionella 

spp.. 
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3 Results and Discussion 

 

3.1 Reduction of GHG emissions 

 

The results with respect to reduction of GHG emissions in the Sanquin case are shown in 

Table 2. This table compares two situations: the use of conventional cooling machines 

for cooling capacity, and the use of drinking water for cooling capacity. 

 

Table 2. Electricity use and GHG emission of two systems for cooling in the “Sanquin-

Waternet” case 

 Electricity use 

(kWh/year) 

GHG emission 

(ton CO2-eq/year) 

Traditional 

cooling 

machines 

2,000,000 1,220 

Cooling with 

drinking 

water 

200,000 120 

 

Table 2 shows that in the case of cooling with drinking water, the GHG emission can be 

reduced with 1,100 ton CO2-eq. The potential may be even higher when it is allowed to 

heat up the drinking water after the heat exchange above 15 oC. Until now the limit has 

been set at 15 oC for safety reasons. Research in the laboratory scale experiments have to 

reveal whether higher temperatures (without negative effects on microbiological water 

quality), and thus a higher GHG emission reduction, is feasible. In Amsterdam additional 

locations have to be found where thermal energy supply and demand matches and 

additional project can be realized to increase the contribution of thermal energy recovery 

in the target of 37,203 ton CO2-eq. 

 

3.2 Costs 

 

The results with respect to the costs are summarized in Table 3. Based on the TCO, the 

system using cooling with drinking water has a lower TCO than the system using 

traditional cooling machines. Specific aspects, characteristic for the “Sanquin-Waternet” 

case, contribute to this. By using cooling with drinking water it is not necessary to extend 

the existing electricity infrastructure, and noise reducing measures are not required. In 

addition, traditional cooling machines require a footprint which is not available. 
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Table 3. Total costs of ownership of two systems for cooling in the “Sanquin-Waternet” 

case 

 Total Costs of Ownership 

(million €) 

Traditional cooling 

machines 

8.0 

Cooling with drinking 

water 

5.4 

 

3.3 Effect on microbiological drinking water quality and biofilm formation 

 

Figure 5 shows the Total Cell Concentrations (TTC) and ATP concentrations in the bulk 

water phase in the laboratory scale DWDSs. The results reveal similar microbiological 

water quality in both systems with a heat exchanger (operational heat exchanger – system 

1, and non-operational heat exchanger – system 2), before and after the heat exchanger, 

and in the reference system (system 3). This stable microbiological quality in the bulk 

water phase may be due to the short distance and retention time of the water (about one 

minute), which is too short for significant changes to occur. 

 

 
Figure 5. Microbiological water quality in DWDS 1 (BTER: before thermal energy 

recovery; ATER: after thermal energy recovery), DWDS 2 (BHE: before heat 

exchanger; AHE: after heat exchanger) and DWDS 3 (REF1: at start of DWDS; REF 2: 

at end DWDS) (n=29) 
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Figure 6. Positive Legionella spp. samples in bulk water in DWDS 1 (BTER: before 

thermal energy recovery; ATER: after thermal energy recovery), DWDS 2 (BHE: 

before heat exchanger; AHE: after heat exchanger) and DWDS 3 (REF1: at start of 

DWDS; REF 2: at end DWDS) (n=11) 

 

 
Figure 7. Aeromonas spp. in bulk water in DWDS 1 (BTER: before thermal energy 

recovery; ATER: after thermal energy recovery), DWDS 2 (BHE: before heat 

exchanger; AHE: after heat exchanger) and DWDS 3 (REF1: at start of DWDS; REF 2: 

at end DWDS) (n=8) 
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Regarding the selected micro-organisms, Legionella spp. and Aeromonas spp., the water 

quality was also stable in the three DWDSs, as shown in Figures 6 and 7. 

 

Figure 6 shows that Legionella was already present in the incoming water and does not 

increase after passing the heat exchanger, neither in the system with the operational heat 

exchanger (system 1), nor in the system with the non-operational heat exchanger (system 

2). Figure 7 shows comparable numbers for Aeromonas spp. in all three systems, 

irrespective of higher temperature after cold recovery. 

 

In contrast, higher cell numbers and biological activity were detected in biofilm formed 

after cold recovery compared to the biofilm before cold recovery (2.5 times higher TCC 

and ATP, Figure 8). The different results found for bulk water and biofilm phases is 

probably due to the big difference in their exposure time to higher temperature (one 

minute for bulk water and six months for biofilm). The increased growth of biofilm after 

cold recovery may lead to a change in microbial community composition and structure. 

This preliminary research only lasted for a period of six months. On the longer term a 

changed microbial community composition may affect the microbial water quality in the 

bulk water phase. 

 

 
Figure 8. Biofilm development in DWDS 1 (BTER: before thermal energy recovery; 

ATER: after thermal energy recovery), DWDS 2 (BHE: before heat exchanger; AHE: 

after heat exchanger), DWDS 3 (REF1: at start of DWDS; REF 2: at end DWDS) and 

inside the operational heat exchanger in DWDS 1 (IHE) (n=1) 
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4 Conclusions 

 

Thermal energy recovery from drinking water is applied at full scale and offers an 

alternative for the use of fossil fuel and thus contributes to the reduction of GHG 

emissions. Cold recovery, as applied in a specific case in Amsterdam, showed to have a 

positive business case: compared to a traditional system with cooling machines, TCO 

decreased from € 8.0 mln to € 5.4 mln. Preliminary research at laboratory scale showed 

that the microbial drinking water quality, measured by TCC, ATP, Legionella spp. and 

Aeromonas spp., was not affected by cold recovery. However, biofilm formation 

increased after cold recovery and requires further research to reveal the potential role of 

enhanced biofilm growth on microbiological water quality. 
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Abstract Heat pumps are generally used in providing heating/cooling 

energy to residents due to their capability of considerably higher energy 

supply compared to their electricity usage. The electricity use of a heat 

pump can be met from the grid or alternatively from a renewable energy 

system. In the present study, an on-grid hybrid system with a small scale 

wind turbine and photovoltaic panels, was focused on. The system supplies 

the electrical energy need of a heat pump for a 100 m2 detached house in 

İzmir, Turkey. A detailed dynamic hourly electricity generation analysis 

for the hybrid system was performed. The necessary cumulative electricity 

demand of the house was calculated using Design Builder and Energy Plus 

software. As a result, the coverage ratio of the hybrid system electricity 

generation for the total electricity demand of the house was calculated in 

monthly and yearly basis. The results showed a 124.5% yearly coverage 

ratio. 
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1 Introduction 

 

The energy demand of residential buildings for air conditioning (heating, cooling) are 

increasing and the energy use for this purpose has reached high percentages in modern 

world total energy consumption recently. Heat pumps are widely used in order to provide 

the necessary heating/cooling energy to residents due to their capability of providing 

considerably higher heating/cooling energy than their electricity usage. The electrical 

energy required to operate a heat pump can be met from the grid or alternatively from a 

renewable energy system, which can also be connected to the grid. Additionally, hybrid 

systems which use more than one renewable energy sources are quite advantageous, 

because they can eliminate or at least vitiate the interrupted characteristics of the 

renewable sources. At regions where solar and wind energy potential is high (such as 

Aegean coast of Turkey), hybrid systems consisting of wind turbines and photovoltaic 

(PV) panels are generally favourable. Summary of recent simulation studies of such 

hybrid systems is given as follows. Nandi and Ghosh [1] took a wind-PV-battery hybrid 

system into consideration for a small community in Bangladesh. They analysed the 

energy generation of the system using HOMER software in Chittagong. They determined 

an optimum system and calculated an 89151 kWh yearly electrical energy generation. 

Bakic et al. [2] performed the dynamical power generation simulation of a hybrid system 

in Belgrade, Serbia, consisting of 20 PVs with a total capacity of 3 kW and three different 

wind turbines. TRNSYS 16 software was used for the simulations. The yearly electrical 

energy generation of the hybrid systems were found as 5943 kWh, 6800 kWh and 8890 

kWh for different cases. Li et al. [3] evaluated an autonomous wind/PV/battery hybrid 

power system for a household in Urumqi, China. They simulated a system with 5 kW PV 

arrays and a 2.5 kW wind turbine using HOMER software. They estimated the yearly 

electricity generation as 11549 kWh, 72% produced by PVs and 28% produced by the 

wind turbine. Belmili et al. [4] analysed a stand-alone PV-wind turbine hybrid system 

and they developed a program used in hybrid system sizing. The developed program 

simulated the hybrid system operation for each hour and calculated the electricity 

generation for the relevant hour. Sinha and Chandel [5] evaluated photovoltaic-micro 

wind based hybrid systems for 12 locations in western Himalayan state in India. They 

used estimated solar and wind data derived using artificial neural network. The simulation 

results obtained from HOMER software were used to determine the required number of 

PVs and wind turbines for the evaluated locations. Marchenko and Solomin [6] focused 

on a stand-alone hybrid energy system consisting of wind turbines, PVs, batteries and a 

hydrogen production system used for energy storage purpose. They evaluated the 

mentioned system for the coast of Baikal Lake in Russia and for maximum loads of 10 

kW and    100 kW. They calculated the efficiency of the evaluated systems as well as 

simultaneous electricity and hydrogen production amounts. 

 

In the present study, a hybrid system, which consists of a small scale wind turbine and 

PV panels, was focused on. The hybrid system supplies the required electrical energy 

need of a heat pump, which will provide the necessary heating/cooling, for a detached 

house in İzmir, Turkey. A detailed dynamic hourly electricity generation analysis for the 

two components of the hybrid system was performed. The necessary heating/cooling 
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cumulative electricity demand of the house was calculated using Design Builder and 

Energy Plus softwares. As a result, the coverage ratio of the hybrid system electricity 

generation for the total electricity demand of the house was calculated in monthly and 

yearly basis, using hourly generation values.  

 

2 Evaluated House and Heating / Cooling Loads 

 

A one storey detached house with a living room, a kitchen, a bathroom and two bedrooms, 

in İzmir, Turkey, was modelled using Design Builder software. The schematic view of the 

house is given in Figure 1 [7]. 

 

 
Figure 1. Schematic View of the House [7] 

 

A summary of overall heat transfer coefficient for construction components, used in 

heating/cooling load of the house, are given in Table 1.  

 

Table 1. Overall Heat Transfer Coefficient (U) for Construction Components [7] 

 Construction Component U (W/m2K) 

Wall 0.581 

Roof 0.447 

Floor 0.615 

Window 2.282 

Exterior Door 2.282 

 

The occupancy for the house and operation regime for heating and cooling were assumed 

as given in Table 2. The heating/cooling system was operated at half capacity for 

unoccupied periods. It was assumed that four people were living in the house. 
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Table 2. Occupancy and Operation Regime for the House [7] 

 

 
Week days Weekend days 

Occupied 

Hours 

H 18:00-08:00 24 hours 

C   18:00-08:00 24 hours 

Operation 

Regime 

H 17:00-08:00 24 hours 

C 18:00-24:00 11:00-24:00 

H: Heating, C: Cooling 

 

The indoor design and set back temperature values for heating and cooling periods were 

taken as 22 oC / 20 oC and 24 oC / 26 oC, respectively. Hourly outdoor temperature values 

for a year in İzmir, Turkey, used in heating/cooling load calculations, are illustrated in 

Figure 2. 

 

 
Figure 2. Hourly Outdoor Temperature for İzmir, Turkey 

 

As a result, the heating and cooling load of the building was calculated as summarized in      

Table 3. The yearly total heating and cooling load of the evaluated house were determined 

as 8750.7 kWh and 3773.1 kWh, respectively. 
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Table 3. Monthly and Yearly Heating/Cooling Load of the House 

Month Heating Load 

kWh 

Cooling Load 

kWh 

January 1802.8 0.0 

February 1616.3 0.0 

March 1211.2 0.0 

April 586.6 0.0 

May 59.3 361.3 

June 0.0 847.8 

July 0.0 993.5 

August 0.0 905.6 

September 0.0 591.9 

October 383.5 73.0 

November 1284.5 0.0 

December 1806.5 0.0 

TOTAL 8750.7 3773.1 

 

3 Hybrid System Description 

 

The hybrid system, illustrated in Figure 3, is consisted of a small scale wind turbine with 

a rated capacity of 3.6 kW and 18 PV panels, each of which has a capacity of 200 W 

(Total PV panel capacity is also 3.6 kW, which is equal to the wind turbine capacity). A 

heat pump with a typical coefficient of performance (COP) value of 2.5 provides 

necessary heating/cooling to the house using the electricity generated by the on grid 

hybrid system. In this way, when the generation of the hybrid system is not sufficient, 

additional electricity can be taken from the grid. Similarly, when the generation of the 

hybrid system is higher than the heat pump need, the surplus electricity can be fed to the 

grid. 

 

 
Figure 3. Evaluated Hybrid System 
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3.1 Properties of the selected PV panels 

 

Sanyo HIP-200BA3 PV panels were used for the evaluated hybrid system. The 

characteristics of these panels are given in Table 4. 

 

Table 4. PV Panel Characteristics [8] 

Specification Value 

Maximum Power 200 W 

Conversion Efficiency (𝜂𝑚𝑝,𝑟𝑒𝑓) 17 % 

Temperature Coefficient of Maximum 

Power (𝜇𝑚𝑝) 

-0.29 %/oC 

Panel Area 1.179 m2 

Reference Temperature (𝑇𝑟𝑒𝑓) 25 oC 

Solar Irradiance at Reference 

Conditions (𝐺𝑟𝑒𝑓) 

1000 W/m2 

 

Properties of the selected small scale wind turbine 

 

A FinnWind Tuule E200 wind turbine, with the characteristics given in Table 5, was 

selected to be used as a component in the hybrid system. 

 

Table 5. Wind Turbine Characteristics [9] 

Specification Value 

Rated Power (𝑃𝑅) 3600 (W) 

Cut-In Speed (𝑣𝑐𝑖) 2.1 (m/s) 

Rated Speed (𝑣𝑅) 10 (m/s) 

Hub Height 12 (m) 

 

4 Calculation Procedure of Electrical Energy Generation for the Hybrid 

System  
 

Hourly solar radiation data and wind speed values measured at 10 m height for İzmir, 

Turkey were used in the electrical energy generation calculations. 

 

4.1 PV Panel Electrical Energy Generation 

 

The steps for hourly PV panel electricity generation are given as follows [10]; 

 

• Calculation of hourly radiation incident of the tilted PV panel; 𝐼�̅� 

• Calculation of hourly PV efficiency; �̅�𝑖 
• Calculation of hourly PV electricity generation; �̅�𝑖 
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For the calculation of 𝐼�̅� , firstly, daily solar radiation on horizontal surface in Mj/m2 was 

calculated as [11]; 

 

𝐻 = 𝐼2 + (𝐼1 − 𝐼2) |𝑠𝑖𝑛 [
𝜋

365
(𝑑 + 5)]|

1.5

     (1) 

 

where, 𝐼1 = 24.15 and 𝐼2 = 5.27 for İzmir. 

 

Hourly solar radiation on the tilted surface can be determined for each hour with the daily 

value calculated using Equation 1 as [10]; 

 

𝐼�̅� = 𝐾𝑇�̅�𝑜 [(𝑟𝑡 −
�̅�𝑑

�̅�
𝑟𝑑) 𝑅𝑏 +

�̅�𝑑

�̅�
𝑟𝑑 (

1+𝑐𝑜𝑠𝛽

2
) + 𝜌𝑔𝑟𝑡 (

1−𝑐𝑜𝑠𝛽

2
)]  (2) 

 

The slope angle of the PVs were taken as            𝛽 = 30°, which is the inclination angle 

of the house roof, and all 18 PVs were mounted only on the south faced half part of the 

roof.  

 

Hourly PV efficiency can be found with the calculated solar radiation on the tilted panel 

as [12]; 

 

�̅�𝑖 = 𝜂𝑚𝑝,𝑟𝑒𝑓×(1 − 𝜇𝑚𝑝(𝑇𝑐 − 𝑇𝑟𝑒𝑓) + . ln (
𝐼�̅�

𝐺𝑟𝑒𝑓
))    (3) 

 

where, cell temperature [13]; 𝑇𝑐 = 𝑇𝑎 + 𝑘×𝐼�̅�  

 

The parameter k was taken as 0.02 for well cooled PV array type [13]. The hourly ambient 

temperature values, illustrated in Figure 2, were used in hourly cell temperature values. 

The solar radiation coefficient (𝛿) was chosen as 0.052 for monocrystalline silicon PVs 

[12]. 

 

Finally, hourly electrical energy generation of PV panels were calculated as [10]; 

 

�̅�𝑖 =
�̅�𝑖×𝑀𝑜𝑑𝑢𝑙𝑒 𝑛𝑢𝑚𝑏𝑒𝑟×𝑆𝑖𝑛𝑔𝑙𝑒 𝑚𝑜𝑑𝑢𝑙𝑒𝑎𝑟𝑒𝑎×𝐼�̅�

3600
     (4) 

 

4.2 Wind turbine electrical energy generation 

 

Typical power generation of a wind turbine is given in Figure 4. The wind turbine does 

not generate any power when the wind speed is below cut-in or above cot-out wind speed. 

When the wind blows with a velocity between rated wind speed and cut-out wind speed, 

the wind turbine generates its rated power. When wind speed is between cut-in and rated 

wind speed values, the power generation increases with the increasing wind speed as 

shown in Figure 4. 

 



40 10TH INTERNATIONAL CONFERENCE ON SUSTAINABLE ENERGY AND ENVIRONMENTAL 

PROTECTION (JUNE 27TH – 30TH, 2017, BLED, SLOVENIA), RENEWABLE ENERGY SOURCES 

L. Bilir & N. Yildirim: Modeling and Performance Analysis of a Hybrid System for a 

Residential Application 

 

The wind turbine power generation can be summarized as follows [14]; 

 

𝑃 =

{
 
 
 

 
 
 
0                                𝑤ℎ𝑒𝑛 𝑣 < 𝑣𝑐𝑖

𝑎 + 𝑏𝑣𝑘              𝑤ℎ𝑒𝑛 𝑣𝑐𝑖 ≤ 𝑣 ≤ 𝑣𝑅

𝑃𝑅                 𝑤ℎ𝑒𝑛 𝑣𝑅 ≤ 𝑣 ≤ 𝑣𝑐𝑜

0                           𝑤ℎ𝑒𝑛 𝑣 > 𝑣𝑐𝑜

     (5) 

 

where, 𝑎 =
𝑃𝑅𝑣𝑐𝑖

𝑘

𝑣𝑐𝑖
𝑘 −𝑣𝑅

𝑘 and 𝑏 =
𝑃𝑅

𝑣𝑅
𝑘−𝑣𝑐𝑖

𝑘  

 

In order to find the shape parameter (k) of Weibull distribution, the hourly wind speed 

data, measured at 10 m height, were evaluated and numerical solution of maximum 

likelihood method given by Equation 6 was obtained 

 

 
Figure 4. Power Generation of a Wind Turbine 

 

𝑘 = [
∑ 𝑣𝑖

𝑘𝑛
𝑖=1 𝑙𝑛(𝑣𝑖)

∑ 𝑣𝑖
𝑘𝑛

𝑖=1

−
∑ 𝑙𝑛(𝑣𝑖)
𝑛
𝑖=1

𝑛
]
−1

      (6) 

 

The scale parameter (c) can also be calculated when the shape parameter is calculated by 

Equation 7. 

 

𝑐 = (
1

𝑛
∑ 𝑣𝑖

𝑘𝑛
𝑖=1 )

1
𝑘⁄
       (7) 

 

As a result, the shape and scale parameters for     10 m height were calculated as 1.973 

and      3.0936 m/s, respectively. However, the hub height of the selected wind turbine is 

12 m. For this reason, the shape and scale parameters for    12 m height were determined 

using Equations 8 and 9 [15]. 

 

𝑘𝑧 = 𝑘𝑎×
[1−0.088×𝑙𝑛(

𝑧𝑎
10
)]

[1−0.088×𝑙𝑛(
𝑧

10
)]

       (8) 
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𝑐𝑧 = 𝑐𝑎×(
𝑧

𝑧𝑎
)
𝑛

        (9) 

 

where, 𝑛 =
[0.37−0.088×𝑙𝑛𝑐𝑎]

[1−0.088×𝑙𝑛(
𝑧𝑎
10
)]

 

 

Finally, the shape and scale parameters at the turbine’s hub height were found as 2.0051 

and 3.2501 (m/s), respectively. 

 

Hourly wind speed data] for İzmir, Turkey in 2014 [16] are presented in Figure 5. 

 

 
Figure 5. Hourly Wind Speed for İzmir, Turkey 

 

The hourly wind speed data were compared with the characteristic wind speed values of 

the wind turbine and hourly wind turbine electricity generation was calculated 

considering the conditions indicated with Equation 5. 

 

5 Results and Discussion 

 

The hourly electricity demand of the heat pump, which covers the heating/cooling load 

of the investigated house, was computed by taking a COP value of 2.5 in heating and 

cooling. The electricity generation of the 18 PV panels and the small scale wind turbine 

was also calculated in hourly basis. However, since the values for 8760 hours (for a year) 

cannot be practically shown here, monthly heat pump electricity demand and monthly 

hybrid system electricity generation values (calculated as the monthly sum of hourly 

values) are shown here. 

 

Similarly, yearly heating/cooling and hybrid system electricity generation values were 

computed as the sum of the monthly values.  Table 6 summarizes the monthly/yearly 

electricity demand of the heat pump and the monthly/yearly electricity generation of the 

PV panels and the wind turbine. Coverage ratio values indicated in Table 6 represent the 

percentages of the electrical energy given to the heat pump by the hybrid system for the 

relevant month/year. It can be seen from Table 6 that the hybrid system can provide all 

electricity demand of the heat pump between March and October. The maximum 

coverage ratio for PV panels was encountered in May with   272.3 %, as the heat pump 

electricity demand was very low and available solar irradiation is high. The maximum 

electricity generation of PV panels was in July with 489.6 kWh, due to very high solar 
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irradiation in this month. Similarly, the maximum coverage ratio for the small scale wind 

turbine was observed in May with 112.8%. However, the maximum wind turbine 

electricity generation was in July with 241.9 kWh. The results indicated that if only PV 

panels were used to generate electricity, the coverage ratio would be between 22.4% (in 

December) and 272.3% (in May). Similarly, if only small scale wind turbine was installed 

for electricity generation, the coverage ratio would be between 14.1% (in February) and 

112.8% (in May). The wind turbine had a yearly coverage ratio of 40.3%, while 18 PV 

panels, with the same capacity of the wind turbine, had a coverage ratio of 84.3% (around 

double of the wind turbine coverage ratio). It can be obviously seen that the use of only 

18 PV panels with a total capacity of 3.6 kW or the use of only selected small scale wind 

turbine with a capacity of 3.6 kW cannot provide all yearly electrical energy demand of 

the heat pump which will supply necessary heating/cooling to the evaluated house. The 

important outcome of the study is that the use of both PV panels and the wind turbine as 

a hybrid system increased the yearly coverage ratio to 124.5%. The hybrid system has a 

maximum and minimum coverage ratio values in May and January with 385.1% and 

41.9%, respectively. The maximum and minimum hybrid system electrical energy 

generation values are 731.4 kWh in July and 302.5 kWh in January, respectively. 

 

Table 6. Coverage Ratio Values 

 
 

6 Conclusion 

 

A hybrid system consisting of 18 PVs (with a total capacity of 3.6 kW) and a small scale 

wind turbine was investigated in the study. The hourly heating/cooling load of a house 

with 100 m2 floor area in İzmir, Turkey was calculated using Design Builder and Energy 

Plus softwares. The hourly electricity demand of a heat pump with a COP value of 2.5 

was determined in order to supply necessary heating/cooling to the house. Monthly and 

yearly coverage ratio values of the hybrid system for the electrical energy need of the 

heat pump were calculated. The results showed that the hybrid system can cover all 
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monthly electrical energy need of the heat pump between March and October. The yearly 

coverage ratio was found to be 124.5%. This final result showed that the surplus energy 

can be given to the grid in order to provide financial income. 
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1 Introduction 

 

Batteries are devices for storing electrical energy in a chemical form. They are widely 

used in portable devices, emergency power supplies, electric bikes, Electric Vehicles 

(EV) and in Solar Fields, specially the solar energy, as one of the most important 

renewable energy sources [1], According to a report from the US Department of Energy, 

the production of renewable energy electricity in the US in 2011 was twice that in 2010 

[2]. To benefit continuously from the renewable energy for some isolated communities, 

a means of energy storage is required. The more useful way is charging batteries. The 

charging of the batteries is performed by using an electronic system that has a 

considerable impact on the battery life. The present charger is based on a specific DC/DC 

[3],[4] converter that is dedicated to be used in this application. Portable electronic 

products, electric bikes and electric vehicles [5] have become more popular due to 

concerns over climate change and air pollution, in large urban cities [6],[7], and the 

progress of the battery industry in recent years. The performance of the batteries 

significantly affects the operation of portable electronic products and electric bikes. The 

performance and lifetime of a battery is affected by the battery charger. Therefore, the 

operation of a battery depends on a battery charger with good controllability. Battery 

chargers for portable electronic products and electric bikes require a power source with a 

low DC voltage. However, distribution power systems or PV sources supply a high AC 

voltage. Therefore, a battery charger acts as an interface between a distribution power 

system and the battery set [8]. 

 

In this paper, a particular attention is paid to the conception of an electronic BMS [9]. 

The steps of the design process and the test of a smart battery charger using a solar panel 

250W will be detailed. A lead acid battery with specifications described below will be 

used. 

 

2 Theoretical Aspects 

 

2.1 Battery types 

 

A battery is characterized by a battery voltage in volt (V), a battery capacity C in Ampere-

hour (Ah), and a maximum current, which is important in the case of engine start. 

Depending on the technology, there are four major types of batteries: Lead (Pb), Nickel 

Cadmium (Ni-Cd), Nickel Metal Hydride (NiMH) and lithium (Li) batteries. 
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Table 1. Four Major Types of Batteries 

Specifications Lead 

(Pb) 

Nickel-

Cadmium 

(Ni-cd) 

Nickel 

Métal 

Hydride 

(Nimh) 

Lithium 

(Li):Li-

ion et 

Lipo 

Energy / 

weight 

20 - 

40Wh/kg 

 

20 -

40Wh/kg 

 

30 - 

80Wh/kg 

 

100 - 

250Wh/kg 

 

Energy/volume 

 

40 - 

100Wh/l 

 

50 - 

150Wh/l 

 

140 - 

300Wh/l 

200 - 

620Wh/l 

 

Life duration 

 

4 - 5 

years 

 

2 - 3 years 

 

2 - 4 

years 

 

7 years 

 

number of 

charge cycles 

400 - 

1200 

cycles 

 

1500 

cycles 

 

500 - 

1200 

cycles 

 

1200 

cycles 

 

Voltage / item 2.1V 

 

1.2V 

 

1.2V 

 

3.6V or 

3.7V 

 

 

A comparative study is made between the different types of batteries available in the 

market today, the lead acid technology is chosen to be used for this application, because 

this type of batteries represents nearly 65 % of the battery market and are widely used in 

the automotive [10], traction, photovoltaic, power supplies appliances. Further, the 

technology of lead-acid batteries is considered in this paper. 

 

2.2 Battery specification and algorithm of the charging 

 

The charging of a battery follows several laws. A battery charges by applying DC for a 

limited time. This charge occurs in three phases. The first phase is a constant current 

charging step that is called also bulk phase, when a constant current is applied to the 

battery and the voltage increases up to a value 𝑉𝑔𝑎𝑧 called voltage gasification 

electrolyte (2.35 V/cell) in this case is equal to 14.1 Vdc. The second phase is a constant 

voltage charging step or an absorption phase, when the battery voltage is set at 2.35 V/cell 

to continue the charge, and the current decreases to a minimum value. In the third phase 

or floating one, the battery can be left in a maintaining regime or be disconnected. The 

maintaining regime is characterized by sustaining the nominal voltage with a current, 

which is generally equal to the 0.001th of the battery capacity. These phases are reported 

in Figure 1. 

 

Battery charger is usually packaged around the converter as well as a rectifier and 

especially a chopper for solar chargers (synchronous chopper in this paper). Then, 
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consider the implementation of, the well-known one, Buck synchronous converter in a 

battery charger. 

 

 
Figure 1. Charging cycle of a Lead Acid Battery. 

 

2.3 LT3845A circuit  

 

LT3845A is an integrated circuit from Linear Technology. This circuit is dedicated to 

control the buck converter. It allows the control of the input and output voltage of the 

system. The circuitry around is used to set the desired technical specifications. 

 

 
Figure 2. LT3845A Package [11] 

 

2.4 LTC4000-1 circuit 

 

The LTC4000-1 is an integrated circuit from LINEAR TECHNOLOGY [12], and is used 

to control the charge process of the batteries. It includes a MPPC controller (Maximum 

Power Point Controller) when the charger is connected to a photovoltaic panel. 
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Figure 3. Package of LTC4000-1. 

 

3 Simulation and Results 

 

3.1 LT3845A circuit 

 

A simulation of the LT3845A behaviour, provided by Linear Technology, has been 

customized for a 15V output voltage as is the case in our project. The figure 4 summarizes 

the operation of the LT3845A. 

 

 
Figure 4. Regulating the Output Voltage 

 

Starting the LT3845A, and depending on the time of programmed Soft-Start, the 

integrated circuit controls the output voltage so that the voltage VFB is equal to 1.231V, 

which is the theoretical threshold of regulating the output voltage. It is therefore stabilized 

at 15V value. The voltage Vcc is equal to 8V at startup, but when the output voltage 

exceeds 8V and when it is more than the threshold voltage of the diode, the potential Vcc 
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follows the output voltage and thus supplies much the circuitry of the LT3845A, which 

increases the efficiency of the circuit. 

 

The figure 5 shows the switching signals to transfer energy to the output: 

 

The output voltage is now stable to the 15V value (figure 5). The switching cycle begins 

with priming of the upper NMOS with a duty ratio calculated from the input and output 

voltage. Once the main MOSFET is in the OFF state, the synchronous MOSFET acts as 

a freewheeling diode and becomes ON. Since switching takes place very rapidly 

(300KHz as shown in the calculation from the sliders), there exists a period in which both 

MOSFETs are OFF. It was at that instant that the free-wheeling diode D2 becomes ON 

until the synchronous MOSFET operates again. This solution can greatly reduce 

switching losses. Note that the gate potential for initiating the upper MOSFET is greatly 

larger than that of the synchronous MOSFET. It is precisely the role of the driver included 

in the LT3845A for adjusting the boot VGS voltage of the main MOSFET taking into 

account the potential applied to the drain of the bottom MOSFET. 

 

 
Figure 5. Chopping the Voltage after Stability of the Output Voltage. 

 

3.2 LTC4000-1 circuit: 

 

The figure 6 shows the waveforms of a battery charge cycle in 2 phases: the constant 

current phase with a current of 5A and a constant voltage charging phase is equal to 13.6 

V (float voltage). It also shows the signal form to read if the battery is defective. The 

output voltage is programmed to 15V value. 
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Starting the charge, the current is around 10% of the maximum value (5A) (Figure 6). 

Meanwhile, the battery voltage slowly changing and the output voltage is immediately 

attached to the VOUT value (INST_ON) to supply the system load. At the end of the 

defective battery  

 

 
Figure 6. Simulation of a Battery Charging Cycle 

 

detection time, and as the battery voltage has exceeded the threshold low battery VLOABT, 

the full power load phase is triggered and the battery voltage increases more rapidly until 

the programmed value (13.6Vdc), where it remains fixed. The current decreases until it 

becomes zero (theoretically), thus indicate the end of charge. During the charging cycle, 

NOT(FLT) = 1 and NOT(CHRG) = 0, which indicates that the battery is in a normal 

charging cycle. Once the cycle ends NOT(FLT) = 1 and NOT(CHRG) = 1. This state 

means the end of charge. 

 

4 Practical Results 

 

As is shown in Figure 7, the overall architecture of the solution consists of two parts, the 

LT3845A and LTC4000-1. Once the simulation has been validated, it was decided to 

make two boards separate, each of which includes the 
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Figure 7. Test Platform 

 

components necessary for its operation, and thus provide the necessary connectors for 

connecting two boards. 

 

The choice of this method was adopted to facilitate the tests thereafter by first ensuring 

the independent functioning of Buck chopper controlled by the LT3845A, then test the 

entire system. 

 

VIN connector of the LTC4000-1 circuit allows the transmission of the power to the 

LT3845A circuit after the measurement of the input current. And its output is connected 

directly to the PMOS IGATE via VOUT from DC-DC connector. The grounds of both boards 

are also connected to GND connectors. Note that NOT(RST) and ITH of the LTC4000-

1 are respectively connected to (SHDN) and VC of the LT3845A. 

 

The figure 7 presents the test platform of the battery charger described in this paper, it 

includes the following elements: 

 

- A photovoltaic panel with VMP = 29V. 

- A power supply dedicated to the signaling interface (LED) 

- A resistive load of about 1K connected to the system 

- A battery Lead acid 12V. 

- An ammeter in series with the battery to measure current 

- An oscilloscope to view the signals form. 

 

Tests performed on the operation of the smart charger are to check that the battery goes 

through the following states as is shown in Figure 1: 

 

- A Constant Current (CC) phase where the battery is charging using a constant 

current of 5A leaving freely voltage increase to the value 14.1V 

- A Constant Voltage (CV) phase where the battery voltage is fixed at 14.1V 

absorption value by letting the load current decrease freely until the value 

200mA. 
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- A floating stage where the voltage is set at 13.6 with theoretically zero charge 

current to compensate the phenomenon of self-discharge. 

 

The duration of the test battery charge can be estimated using the following relationship:  

C = I x T with C: battery capacity, I: charge current and T duration. Thus, with a 

maximum load current of 5A, and a capacity of 121Ah, the charging time is estimated 

around 24h. 

Note that the load current is measured with an ammeter in series with the battery, and the 

battery voltage has been detected using a probe to be displayed in an oscilloscope. 

 

4.1 Test of the Constant current phase 

 

Once the photovoltaic panel is connected, the current and the battery voltage have 

stabilized in the values as is shown in the figure 8: 

The current is close to the value 5A and the battery voltage is reaching the value 14.1 

Vdc. In fact, that moment is a point very close to the CV cycle stage; we can conclude 

that it is a step of transferring the CC phase to the CV phase. The test battery was 

purchased charged and spent several months in the laboratory. 

 

  

Figure 8. Current and Voltage of CC Phase 

 

The self-discharge is why it falls on this point in the cycle when we plugged the charger 

circuit. D2 LED is lit, and D4 is OFF, the LED interface indicates that the battery is in a 

normal state of charge. 

 

After several hours of charging, the following data was taken: 
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Figure 9. Current and voltage of CV voltage 

 

The battery voltage is 14.1Vdc while the current value reached 2.36 A, which means that 

this state corresponds to a point near the middle of the CV phase. The state of the LED, 

which has not changed, confirms that the battery is always in a normal state of charge. 

 

4.2 Test of the floating phase 

 

At the end of the charging process, the current in the CV phase does not vanish. It 

stabilizes at a lower value but not equal to zero no longer increases the state of charge. 

The current value in the end of charging which was set is 200 mA corresponding to a 

resistor RC / X = 10K. However, it was noticed during the test that the current stabilizes 

at a value of 0.8A. So, it would be practical to replace this with resistance by another RC 

/ X = 35.7K. Now, once the charging current value reaches the value 0.84A, battery 

charger cuts power through the PMOS. This is shown in figure 10 and 11: 

 

Note that no LEDs are on (the Charge LED is off), indicating that the current status of 

the battery's state of charge termination. The float voltage has been displayed on the 

oscilloscope as shown in the figure 11: 

 

  
Figure 10. Current and voltage of floating phase 
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4.3 Test in absence of energy input case 

 

This test was also expected. The PV panel was disconnected and then the voltage and 

battery current was stabilized. The following results are seen on the ammeter and the 

oscilloscope: 

 

  
Figure 11. Voltage and Current Supplied to Power a Resistive 

Load of 1K. 

 

The battery voltage returns to its nominal value (about 12.6V) and the current becomes 

negative. The battery supplied then a current of 12.9 mA corresponding to the load 

connected to the system which is of the order of 1K. The state of the LED D3 is ON 

proving that the buck chopper is operating in Shutdown mode. 

 

5 Conclusions 

 

It is clear from the results presented in this paper that the developed circuit allows not 

only to supply the load connected to the system while adjusting the extra power provided 

by the panel to the battery, but also to guarantee a charging process that takes into account 

its state of health and its state of charge, using a three-stage charging algorithm (constant 

current charging phase, constant voltage charging phase, floating stage), and using the 

various functions of monitoring and signaling. However, this battery charger could be 

improved by combining the two demonstration boards in one, reducing PCB space and 

clutter, and also using a signaling interface does not rely on external power, and adding 

function load percentage estimation. 

 

For the validation of the proposed prototype, it is faced with many similar products in the 

market with results obtained through simulations and experimental measurements. The 

tests performed in MAScIR, the very rapid changes in environmental variables are 

considered. The results are satisfactory and ensure the feasibility of the solution. 
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Abstract Two different scenarios aimed to energy recovery from 

biodegradable substrates, represented by energy crops and bio-waste, via 

anaerobic digestion (AD) were compared. In the base scenario 

17,1760Mg/year of energy crops were processed in an existing AD facility 

generating about 7,700 MWh/year whereas 23,000 Mg/year of bio-waste 

were processed in an existing composting facility for organic fertilizer 

production. In this case the cumulative energy demand (CED) resulted of 

11,000 MWh. In the modified scenario the energy crops were substituted 

by the bio-waste in the AD facility leading to the generation of about 5,000 

MWh/year of energy with a correspondent CED of 8,600 MWh. The life 

cycle analysis detected an higher impact for the base scenario. On the other 

hand the amount of kgCO2eq generated per each kWh recovered resulted 

practically the same for the two scenarios. 
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1 Introduction 

 

Aerobic and anaerobic biological processes are widely exploited for the management of 

bio-waste and biomasses. In general aerobic processes such as composting are of 

particular interest because of their robustness and ability to return stabilized materials 

exploitable as soil improvers even if energetic consumption is high [1]. On the other hand, 

investment costs are higher for anaerobic digestion (AD) [2], but biodegradable 

substrates can be converted into two main streams: a biogas composed mainly of methane 

and carbon dioxide exploitable as fuel for renewable energy production; a quite stabilized 

soil improver for agricultural use [3]. Furthermore AD is also an important process for 

achieving the 2020 EU objectives [4] on greenhouse gas (GHG) reduction and renewable 

energy production. Concerning renewable energy production, waste materials like 

manure, crop residues, sewage sludge, the organic fraction of municipal solid waste 

(OFMSW) and fruit and vegetable waste are of particular interest since they do not 

compete with food crops as substrates for AD [5]. Several studies are available in 

literature concerning the AD of different biomasses as cheese whey an dairy manure [6] 

or animal waste, crop residues, energy crops and waste [7].  

 

Also environmental benefits arising from the adoption of AD have been extensively 

reported in the literature. As example benefits arising from the agronomic exploitation of 

digestate was investigated by [8-10]. On the other hand [11] found that for the Danish 

context anaerobic digestion of OFMSW gave a higher net avoidance of GHG compared 

to incineration. These findings are in accordance with those of [12,13] concerning the 

AD of OFMSW compared to incineration in Singapore and Uppsala (Sweden), 

respectively. On the contrary, a similar study performed by [14] for an Italian waste 

management district gave opposite values, confirming the importance of taking the 

energetic context into consideration in environmental analysis studies. 

 

These findings highlight that there is a lack of knowledge on global energetic and 

environmental benefits achievable by AD and on which resulted the most suitable 

substrate. The present study aims to investigate the energetic and environmental 

consequences arising from the substitution of energy crops with bio-waste in an existing 

AD facility. The study was implemented on the basis of full-scale and experimental data 

using also a LCA approach. 

 

2 Material and Methods 

 

The comparative study was performed between two different scenarios. The first 

consisted in the separate treatment of OFMSW by composting  and energy crops by AD. 

In the modified scenario the OFMSW was used for substitution of the energy crops in the 

AD. 
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Figure 1. System boundaries and flow chart of the base scenario 

 

Table 1. Main features of the composting facility (2016) 

Parameter Amount Unit 

OFMSW 23,000 Mg 

Waste 6,210 to incineration Mg 

Energy 

consumption 

920 MWh 

Energy from 

incineration of 

waste 

300 kWh/Mg 

N 14 kg/Mg compost 

P2O5 6.74 kg/Mg compost 

KO2 19.3 kg/Mg compost 

C sink 201 kg/Mg compost 

 

2.1 The base scenario 

 

In the current scenario (Fig. 1) the 23,000 Mg/year of OFMSW are processed in an 

existing composting facility for recycling aims by the production of an organic fertilizer. 

Waste generated by this process, about 6,200 Mg were incinerated with energy recovery 

[14]. Main features concerning this facility are reported in Table 1. 
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Table 2. Main features of the AD facility (2016) 

Parameter Amount Unit 

Maize 6,332 Mg 

Sorghum 5,802 Mg 

Triticale 3,740 Mg 

Alfalfa 1,793 Mg 

Fuel for crops 69 Mg 

Fuel for 

transport on 

fields 

82 Mg 

Fuel for 

spreading 

23 Mg 

Fuel for plant 

manag. 

14.5 Mg 

Fertilizer 60% 

N 

40% 

diammonium 

phosphate 

155 Mg 

Net energy 7,738 MWh 

N 0.34 kg/m3 digestate 

P2O5 0.05 kg/m3 digestate 

KO2 0.28 kg/m3 digestate 

Csink 1.46 kg/m3 digestate 

 

 
Figure 2. System boundaries and flow chart of the modified scenario 

 

On the other hand the AD facility, located about 50 km far from the composting one, 

processed about 17,000 Mg/year of energy crops (Table 2) generating about 4,000,000 

m3/year of biogas and about 8,000 MWh of electricity. AD digesters are of wet type 

operate with TS of 9%. For diluting energy crops a given amount of digestate is 
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recirculated after solid liquid separation. Both solid and liquid digestate are used as 

feriliazers. 

 

2.2 The modified scenario 

 

The modified scenario (Fig. 2) consisted in the substitution of the energy crop with the 

OFMSW for feeding the AD. After adequate pre-treatment the OFMSW is transported 

by truck to the AD (Table 3). Also in this case the waste generated by the pre-treatment, 

about 6,200 Mg, are incinerated with energy recovery. The resulting digestate is firstly 

separated in solid and liquid fractions, then the solid fraction is transported back to the 

composting facility. OFMSW is diluted to 9%TS by a given amount of the liquid fraction 

of the digestate. The remaining amount  is moved to waste water treatment plant (WWTP) 

130 km far. 

 

Table 3. Modified scenario mean features 

Parameter Values U.M. 

OFMSW 23,000 Mg 

Waste to 

incineration 

6,210 Mg 

OFMSW Pre-

treat. 

50 kWh/Mg 

Solid digestate 0.909 Mg/Mg 

Liquid 

digestgate to 

WWTP 

0.091 Mg/Mg 

 

2.3 Bio Methane Potential 

 

Data related to the biogas generated and to the amount of energy recovered by AD of 

energy crops were referred to the year 2016 (Table 2). 

 

Otherwise the energetic potential of the OFMSW was determined by experimental tests. 

 

OFMSW was withdrawn in different period from the existing composting facility then 

ground after bulky materials removal. 

 

The bio-methane yield (BMP) (NLCH4/kgVS) was determined, on fresh OFMSW by 

digesting 100 ml of each substrate in 500 ml anaerobic bottles. TS concentration was 

maintained ≤4% w/w by dilution with demineralized water, if necessary. For the BMP 

test, inoculation was carried out with 300 ml of digestate (Table 4) coming from the full-

scale digester in order to maintain a VS of inoculum to VS of substrate ratio of about 2. 

Anaerobic batch reactors were flushed with nitrogen before starting the run and shaken 

manually one time each day during the test. Bio-methane was determined by adopting a 

volume displacement system with a solution of 2N NaOH in demineralized water for 
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CO2 capture. The contribution of inoculum to bio-methane production was evaluated by 

the same method. All BMP runs were performed in triplicate in a controlled temperature 

chamber at a temperature of 35°C±2°C. TS (% w/w) and consequently moisture content 

(MC) (%w/w) were determined by measuring weight loss after heating at 105°C for 24h. 

VS (% TS) was determined by measuring the change in weight of TS after burning at 

550°C for 24 h.  

 

Table 4. Inoculum and OFMSW characterization 

Parameter Inoculum OFMSW 

TS (%w/w) 3.46 26.6±0.09 

VS (%w/w) 86.2 90.3±0.03 

pH 6.78 4.43±0.51 

C (%TS) 39.5 43.7±3.67 

N (%TS) - 2.88±1.13 

BMP 

(NLCH4/kgVS) 

- 523±95 

 

2.4 Environmental analysis 

 

From the environmental point of view the goal of the present study was to compare two 

different scenario. In the first scenario 23,000 Mg of OFMSW and 17,667 Mg of energy 

crops were processed separately by composting and AD, respectively (Fig. 1). In the 

second scenario the OFMSW substituted the energy crops in the AD facility (Fig. 2). 

System boundaries were expanded for taking into account multifunctionality of the 

systems and  the life cycle inventory (LCI) framework was consequential. Background 

were represented by OFMSW, fuels and mineral fertilizers. Foreground were represented 

by energy, nutrients and emissions. LCI was retrieved from Ecoinvent 3.0 database [15] 

(Wernet et al., 2016) and adjusted on the basis of the experimental and direct observed 

data. Foreground were not able to influence the background for which average market 

values were used. In accordance with [16], natural gas was considered as marginal energy 

to be substituted with the one generated by AD and incineration. 

 

2.4.1 Impact assessment method 

 

As impact assessment method was used ILCD  midpoint [17]. Impact categories were 

(Table 5): Global Warming Potential at 100 years (GWP); Ozone Depletion Potential 

(ODP); Human toxicity, non-cancer effects (HTnc); Human toxicity, cancer effects 

(HTc); Particulate matter (PM); Photochemical Ozone Formation (POF); Acidification 

(A); Eutrophication Terrestrial (ET); Fresh Water Eutrophication (FWE); Fresh water 

ecotoxicity (FWec); Water resource depletion (WRD); Mineral, fossil and renewable 

Resource Depletion (RD). For obtaining an impression of which of the impact categories 

was most affected by the scenarios considered, normalization factors of the EU 27 
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domestic extraction of resources and emissions per person with respect to the year 2010 

were used.  

 

Table 5. Impact assessment categories. 

Imp.cat. Unit 

Norm. f. 

EU27 

(2010) 

Unit 

GWP kgCO2 eq. 1.10E- 04 kgCO2 

eq./a. 

ODP kgCFC-11 eq. 46.3 kgCFC-

11 eq./a. 

PM kgPM2.5 eq. 2.63E -01 kgPM2.5 

eq./a. 

POF kgNMVOC 

eq. 

3.15E -02 kgNMV

OC eq./a. 

A molc H+ eq. 2.11E -02 molc H+ 

eq./a. 

ET molc N eq. 5.68E -03 molc N 

eq./a. 

FWE kg P eq. 6.76E -01 kg P 

eq./a. 

RD kg Sb eq. 9.9 kg Sb 

eq./a. 

 

Together with these impact categories also the  cumulative energy demand (CED) (kWh) 

was quantified. This parameters represents the direct and indirect energy use through the 

life cycle including the energy consumed during the extraction, manufacturing and 

disposal of the raw and auxiliary materials [18]. Also an avoided CED was calculated on 

the basis of the energy recovered in the two scenario (i.e. AD and incineration). 

 

3 Results and Discussion 

 

In the base scenario the amount of electrical energy recovered from AD of energy crops 

and from incineration of waste from OFMSW pre-treatment were 1,863 MWh and 7,738 

MWh, respectively. In the modified scenario the amount of energy recovered from the 

AD of OFMSW resulted of 4,109 MWh whereas the amount of energy recovered from 

incineration of waste from OFMSW was the same of the base scenario.  
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Figure 3. Normalized values of GWP, POF, A, TE and RD 
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Figure 4. Normalized values of ODP, PM and FWE 

 

From the environmental point of view the modified scenario showed lower level of 

impact (Figs. 3,4) and in some cases as for RD and ODP avoided impacts. PM resulted 

the impact category most affected by the base scenario mainly due to the fuels 

consumptions and for mineral fertilizer production. Process emissions were the main 

causes of the high values detected for the GWP (Fig. 3). As expected CED resulted higher 

for the base scenario (Fig. 5). By the way, for giving an impression of global energetic 

benefits, also the avoided CED was calculated on the basis of the amount of energy 

recovered in the two scenarios (i.e. 9,600 MWh for the base and 5,972 MWh for the 

modified). The higher biogas production per Mg of energy crop compared to the OFMSW 

was the main reason of the higher CED avoided detected for the base scenario. 
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Figure 5. CED and CED avoided due to energy recovery for the base and modified 

scenario 

 

Similarly for giving an impression of the carbon footprint of the energy generation by the 

two scenario the specific GWP (kgCO2eq/kWh) was also calcualted (Fig. 6). Resulted 

showed that kgCO2eq/kWh resulted practically similar for the two scenarios, indicating a 

substantial similitude from this point of view. 
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Figure 6. Specific GWP for the base and modified scenarios 

 

4 Conclusion 

 

The results of the present study indicates that the conversion of existing AD for energy 

crops to AD for bio-waste resulted in a reduction of the global impact on the environment. 

Main advantages arises from fuel consumption and fertilizer needs reduction even the 
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energy crops resulted characterized by an higher energetic potential. On the other hand 

the specific global warming potential referred to the single kWh generated in the two 

scenario resulted practically similar indicating a quite similar carbon footprint from the 

exclusively energetic point of view. 
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Abstract Mountain huts are specific power consumers due to their 

sometimes limited operational season, specific load dynamics and the fact 

that they are usually off-grid systems. Furthermore their location is 

typically in emission free environment where emission of CO2, noise etc. 

should be mitigated. Renewable energy sources are therefore a suitable 

alternative to the most commonly used diesel powered electrical 

generators. Due to their random nature renewable sources based power 

supply must also include appropriate energy storage technology. To find 

suitable and feasible solution numerical simulations of an existing 

mountain hut were performed with several alternatives for power supply. 

The study showed that replacement of considerably oversized diesel 

generators with renewables is possible with some adjustments of operating 

regimes, additional power production capacity and energy storage. Further 

studies will be carried out within EU funded SustainHuts project which will 

also result in fully functional demo system. 
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1 Introduction 

 

The electricity as one of basic commodities is not granted everywhere, especially in third 

world countries. Even in more developed countries there still exist remote areas without 

connection to electrical grid. The universal provision of electricity remains far from being 

achieved due to the geographical obstacles, the dispersion of inhabitants, the lack of 

appropriate technologies, and the economic issues [1], [2], [3]. 

 

In many remote locations, stand-alone systems (off-grid systems) are more cost-effective 

than extending a power line to the electricity grid [2]. Furthermore remote off-grid 

mountain huts have specific micro-grid systems with characteristic power consumption 

[4]. As they are not connected to utility grids they require their own energy supply for 

both heat and electricity. While heat is typically provided by fossil fuels and/or biomass, 

electricity is usually provided by diesel fuelled generators. This type of power generation 

inevitably includes emissions  and is not suitable in otherwise emission-free environment 

regarding to several environmental impacts [5]. A small stand-alone system including 

photovoltaic (PV), batteries and fuel cells (FC) of appropriate size can be an alternative 

to diesel generators in means of power supply. Hydrogen offers many opportunities and 

may, in combination with fuel cells, play an important role in the transformation of energy 

systems. It may be regarded as an eco-friendly fuel when extracted from water using the 

electricity obtained from renewable energy sources [6]. 

 

Planning a cost-effective micro-grid is a complex process due to all alternatives to 

consider at any decision level. To find the best combination of renewable energy 

technologies from the available resources some of existing modelling tools can be 

employed [7]. Due to popularity, ease of use and flexibility HOMER pro® seems to be an 

appropriate choice [3], [8]. 

 

Within the SustainHuts project (funded by Programme for the Environment and Climate 

Action - LIFE [9], [10]) several possibilities of providing electric power for existing 

mountain huts in Slovenia with specific power consumption characteristics will be 

studied. 

 

Preliminary numerical studies were performed with HOMER Energy software for 

simulation of dynamic operation of small sized electric grids. While available input data 

was not accurate and reliable the results show some basic characteristics of the observed 

systems and serve as a starting point for more accurate studies that will follow throughout 

the project. 

 

2 Simulation 

 

Numerical simulations of the observed systems were performed with HOMER pro® 

simulation software by HOMER Energy. The system operation is observed in sequential 

time steps through energy balance calculations. Electric demand is compared to the 
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available energy and the energy flows to and from each component of the system are 

calculated. Various system configurations can be simulated to find their feasibility, i.e. 

whether sources can provide adequate amount of energy for the specified demand. 

 

Simulation procedure is divided in several steps [11] that are shortly summed in 

subsections below. 

 

2.1 Resources 

 

Available resources such as solar radiation, wind speed, fossil fuel data etc. need to be 

explicitly defined. Renewable resources are typically entered as hourly time series of 

measured or synthetic data. Since actually measured data for the particular locations were 

not available, solar radiation data was generated with information from NASA database 

[12] using a method proposed in [13]. 

 

2.2 Grid structure 

 

The system is modelled as a grid comprising various components and their connections 

to the grid. Figure 1 shows a simplified grid schematic of a typical mountain hut electrical 

system. 

 

Electric power is produced by a diesel generator and photovoltaic panels. The diesel 

generator is a flexible energy source that can adapt its power output to the current 

situation. Its operation is restricted by a predefined schedule allowing generator to run 

only during daytime. 

 

Photovoltaic panels' output on the other hand depends on available solar radiation. The 

calculation of power output is based on the models from [14]. The available radiation is 

split into direct and diffuse fraction based on the current clearness index and the radiation 

reflected from the ground is also considered. Another important parameter is the 

orientation of the panel and the panel performance under non-standard temperature 

conditions. Temperature of the panel is estimated with respect to the current solar 

radiation and heat transfer to the surroundings and the effect on the power output is 

calculated based on an estimated temperature coefficient of power. 

 

Energy storage is provided by lead-acid batteries, while conversion from AC to DC and 

vice versa is done by appropriate inverter and chargers (rectifiers). Batteries are modelled 

with the kinetic battery model proposed by [15]. The stored energy is divided into readily 

available and bound fraction. Consequently such battery has limited maximum charge 

and discharge power which are calculated on the basis of battery's characteristic 

parameters according to the kinetic battery model. Both charging and discharging is 

further limited by charger and inverter maximum power. 
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Figure 1. Schematic of existing electric grid 

 

Each component is therefore characterized by its own set of technical, economic and other 

parameters. Some components can have additional constraints regarding operating 

regime (minimum load, forced on and off intervals, etc.). In order to find the most 

adequate configuration several different sizes or capacities of some of the components 

were considered in the simulations. 

 

2.3 Load dynamics 

 

Electric load, the sum of all consumers operating during particular time step, is entered 

as daily load profiles for each month of the year. Different profiles can be entered for 

weekdays (Monday to Friday) and for weekends (Saturday and Sunday). The actual all 

year hourly profile is then created using the basic profile and random daily and hourly 

variations. Thorough analysis of actual load behaviour is required, possibly through long-

term recording. Since measurements were not available, information from huts' 

caretakers were used to model load dynamics. Power consumers were divided into two 

groups – devices that are always on and consume energy according to their needs and 

devices that are manually started and stopped usually in regular intervals. Figures 2 and 

3 show the basic 24-hour profiles and a randomly generated one week profile 

respectively. 

 

 
Figure 2. Basic 24-hour load profile 
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Figure 3. One week load profile 

 

2.4 Configurations 

 

Numerical simulations of operation were performed for different configurations of the 

system. All the configurations are first checked for feasibility and only the feasible ones 

are simulated over entire lifetime with hourly energy and mass balances for the entire 

system. Four different system configurations were modelled (Figures 4 and 5): 

 

• reference case (REF): Parameters of an existing system were used to validate 

the model by comparison of numerical results and actual data . There were 

some differences between simulation results and actual operation since it was 

not possible to include all details of the actual system operation in the 

numerical models. Nevertheless, the relative comparisons of reference and 

modified cases are believed to be relevant and point to the actual advantages 

and disadvantages of the modified configurations. 

• additional photovoltaic capacity (PV): The installed power of roof mounted 

PV panels was increased to cover all energy requirements of the load. The 

increase of battery capacity was optional but was found not to be necessary. 

• replacement of diesel generator with fuel cell (FC): Fuel cell is included in the 

system to provide electric energy during time when solar energy and stored 

energy is not available. 

• hydrogen based energy storage (H2): Diesel generator and batteries are fully 

replaced by hydrogen energy storage system (electrolyzer, high pressure 

hydrogen tank, fuel cell), photovoltaic capacity needs to be increased to 

provide sufficient energy. 
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Figure 4. Configuration of reference (REF) and increased photovoltaic capacity (PV) 

system 

 

 
Figure 5. System with fuel cell (FC) 
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Figure 6. System with hydrogen based energy storage (H2) 

 

All the presented systems were configured in a way that makes them feasible, i.e. the 

power supply provides adequate energy for the load requirements with no unmet load and 

no capacity shortage. Several iterations were needed in some cases to find the feasible 

configurations but only final solutions are shown in the results. 

 

3 Results and Discussion 

 

Simulation results are series of 8760 hourly energy flows to and from each of the system's 

component and levels of stored energy. Due to large amount of data only some integral 

values of total energy consumption and production are presented in Table 1. 
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Table 2. Simulation results 

  REF PV FC H2 

total load 
kWh/

a 
821 821 821 821 

diesel gen. 

output 

kWh/

a 
408     

solar 1 output 
kWh/

a 
796 796 796 796 

solar 2 output 
kWh/

a 
909 3634 909 4543 

fuel cell 
kWh/

a 
  339 413 

total production 
kWh/

a 
2112 4430 2043 5752 

excess 

electricity 

kWh/

a 
1080 3442 1044 625 

renew. fraction1 % 50 100 592 100 
1 of total load served 
2 off-site produced hydrogen is not considered as RES 

 

Figure 7 shows comparison of power production for all observed cases. Cases PV and H2 

which are completely renewable show significant increase in required capacity of 

photovoltaic modules. Table 2 shows the summary of both parameters for the observed 

cases. 

 

Table 3. Simulation results 

  REF PV FC H2 

excess 

electricity 
     

absolute 
kWh/

a 
1080 3442 1044 625 

relative % 51 78 51 11 

capacity factor      

diesel % 1    

fuel cell %   4 4 

solar % 15 15 15 15 

 

Amount of excess electricity is by far the largest in PV case since there is no accumulation 

of energy during closed season. On the other hand H2 case has seasonal accumulation 

through hydrogen tank, therefore solar energy produced during closed season is stored 

and consequently less excess electricity is produced.  
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Figure 7. Average power outputs per power source for all compared cases (solar output 

is available, not actually produced) 
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This does, however, require a considerable volume for hydrogen storage as well as a 

reliable and robust electrolyzer that will produce hydrogen during the closed season with 

environment conditions that are not suitable for this kind of technology. It should also be 

noted that the efficiency of energy storage with hydrogen is expected to be around 25 %, 

which is much lower than conventional batteries. All these facts will have to be taken 

into consideration during designing an appropriate power supply system for remote 

mountain huts. 

 

4 Conclusion 

 

Numerical simulations of the observed system were performed for a 10-year operating 

period, during which no component needed to be replaced due to exceeded lifetime. The 

most important results of the data analysis are as follows. 

 

1) The reference model proved to be feasible and its operation was similar to the 

observed operation of the actual system, therefore the assumption and 

estimates in the input data can be considered accurate. 

2) Three types of modifications of the systems were simulated – increased 

capacity of photovoltaic modules (PV), addition of fuel cell based power 

supply (FC) and replacement of lead-acid battery storage with hydrogen 

energy storage system (H2) to test feasibility of proposed solutions and to 

estimate the required capacity of additional power sources. Load profiles 

remained unchanged for the modified cases. 

3) Increased capacity of PV modules proved to be sufficient solution since 

storage capacity is oversized for the existing system and still adequate for the 

modified system. The total capacity needs to be increased by 160 %, but lower 

values might be possible with further optimization of the system. 

4) Replacement of considerably oversized diesel generators with fuel cell system 

is also possible. Simulations showed that a 1 kW unit would be adequate but 

the operating regimes need to be appropriately set to provide sufficient amount 

of energy for normal operation of the system. 

5) Installation of hydrogen energy storage system (electrolyzer, hydrogen tank 

and fuel cell) also requires installation of additional power production 

capacities (e.g. photovoltaic) much larger than existing ones (by factor 3 to 4). 

Furthermore, since the energy storage needs to be seasonal for the observed 

cases, the storage capacity is very large (50 kg or 1.3 m3 at 700 bar of 

hydrogen). 
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Abstract Waste cooking oil (WCO) and polystyrene-based plastic wastes 

(PW) were detected to have high volatile matter (97-98 wt%) and low ash 

content (<3wt%), thus showing potential to be converted by pyrolysis into 

fuel products. Microwave pyrolysis of a mixture of WCO and PW was 

investigated for this potential at different ratios of PW added to WCO (W/P 

ratio). The co-pyrolysis approach demonstrated positive synergistic effects 

in providing fast heating rate (up to 40°C/min) and low process temperature 

(400°C). The pyrolysis produced up to 58 wt% yield of pyrolysis gases and 

25 wt% yield of pyrolysis oil for use as potential fuel. W/P ratio showed a 

significant influence on the yield and formation of these pyrolysis products. 

Our results demonstrated that this co-pyrolysis approach shows great 

potential in transforming these household wastes into an alternative fuel 

source. 
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1 Introduction 

 

The fossil fuel is a limited non-renewable energy source and it is unable to satisfy the 

world’s growing energy demand incessantly. Therefore, research on production of 

alternative energy source has been intensified in recent years. Currently, waste materials 

such as waste cooking oil, waste engine oil and plastic waste have shown potential as 

renewable resource to generate alternative fuel source [1-4]. Many researchers have 

reported the capability of thermochemical conversion processes such as pyrolysis, 

gasification and combustion to produce alternative fuel from waste materials [5-8]. 

Nevertheless, the fuel products possess undesirable properties such as high water content, 

acidity and oxygenated compounds compared to traditional fossil fuels such as gasoline 

and diesel [9, 10]. These shortcomings could lead to high viscosity, reducing the 

combustion efficiency and limiting their application as fuel source. 

 

Owing to these problems, co-processing of waste materials using microwave pyrolysis 

technique has attracted attention due to its potential to simultaneously treat and convert 

several wastes to produce cleaner fuel [11-13]. Microwave pyrolysis is a microwave-

heated thermal process performed in an inert environment from which oxygen is excluded 

from the heating process. This pyrolysis process heats and thermally decomposes waste 

and biomass materials to produce pyrolysis products in the form of gases, liquid oil and 

char products. The advantages and unique heating characteristics of microwave pyrolysis 

have been reported in details in previous works [14-16].  

 

Co-pyrolysis of an organic-based waste material (e.g. waste oil) with a plastic-based 

waste material could produce a positive synergistic effect that leads to better yield and 

properties of pyrolysis products. The plastic-based waste material could transfer its 

hydrogen content to the organic-based waste materials via aromatization reactions that 

occurred during the co-pyrolysis process [17]. The hydrogen transfer could enhance 

cracking of the heavier hydrocarbons in waste materials into lighter hydrocarbons for 

potential use as a fuel product [18]. In addition, the fact that most plastic wastes are free 

of oxygen content could lead to lower production of undesirable oxygenated by-products 

such as acidic tar, sludge, NOx and SOx, producing a potentially ‘cleaner’ fuel product. 

In addition, it has been reported that the co-pyrolysis promoted the occurrence of 

secondary reactions (e.g. aromatization, condensation, reforming, polymerization) to 

convert the compounds containing carbonyl and carboxyl functional groups (e.g. free 

fatty acids) in organic-based waste material to form light aliphatic and aromatic 

hydrocarbons that could be used as chemical feedstock or fuel [18, 19].  

 

Waste cooking oil (WCO) and polystyrene-based plastic wastes (PW) are waste materials 

that are abundantly available as household waste. This study was initiated with 

thermogravimetric and proximate analysis of the WCO and PW in order to examine their 

potential as feedstocks for pyrolysis conversion into fuel products. This was followed by 

microwave co-pyrolysis of a mixture of WCO and PW over a range of different ratios of 

PW added to WCO to assess the potential of using this co-pyrolysis approach to treat and 

convert these household wastes into an alternative fuel source.  
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2 Materials and Methods 

 

2.1 Materials 

 

WCO was collected from fried chicken restaurant in Kuala Terengganu, Malaysia. The 

waste oil was produced from frying foods at temperatures ranging from 170 to 200 °C. 

PW was collected from the household area nearby and both the WCO and PW were then 

used as feedstock to be treated by microwave co-pyrolysis process. 

 

Thermogravimetric analysis was conducted using Mettler-Toledo TGA/SDTA851e 

(Mettler-Toledo, Switzerland) to investigate the thermal behaviour and the different 

stages of decomposition that could occur during the pyrolysis of these waste materials. 

The sample (∼20 mg) was heated from ambient temperature to 900 °C at a heating rate 

of 25 °C/min with high purity N2 as the carrier gas.  

 

Proximate analysis was also conducted using the similar TGA instrument to determine 

the content of volatile matter, fixed carbon and ash of the pyrolysis feedstock. The weight 

loss observed  between 100 and 600 °C indicates the volatile matter content of the 

sample[20]. The fixed carbon refers to the decomposition between 600 and 900 °C, and 

the weight loss observed at 900 °C and above indicates the ash content of the sample[20, 

21].  

 

The sample was heated from ambient temperature to 400 °C at a heating rate of 25 °C/min 

with N2 as the carrier gas, which then switched to O2 gas and the thermal balance was 

ramped to 900 °C with a final holding time of 20 min; the carrier gases were vented 

through the apparatus at a flow rate of 0.1 L/min. 

 

2.2 Experimental procedure 

 

Co-pyrolysis of WCO and PW was conducted in a stirred batch reactor heated by a 

modified 800 W microwave oven. The schematic diagram of microwave pyrolysis system 

has been described in previous studies[14, 15]. Activated carbon was added to the reactor 

for use as a heating medium and reaction bed. WCO and PW were the inserted into the 

reactor. The reactor was purged with nitrogen gas at a flow rate of 0.2 L/min in order to 

maintain the reactor in an inert atmosphere.  

 

50 g of WCO and different amounts of PW were added to a quartz reactor to produce 

different ratios of WCO to PW (termed “W/P ratio”). The W/P ratios of 1:1.5, 1:1, 1.5:1 

were investigated. The temperature during microwave co-pyrolysis of WCO and PW was 

measured using temperature controller that was connected with a stainess steel type K 

thermocouple. The temperature versus time profile during the microwave co-pyrolysis of 

WCO and PW was measured as an indication of their heating characteristic. The amount 

of pyrolysis oil was calculated from the addition of the weight of the collecting vessels 

after pyrolysis experiments. The char yield was determined by measuring the difference 

of reactor weight its contents before and after pyrolysis. The yield of gas product was 
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determined by calculating the mass difference. The pyrolysis oil was collected and kept 

in glass bottles for further analysis. 

 

2.3 Product analysis 

 

The elemental analysis of oil sample was performed to determine the content of carbon, 

hydrogen, nitrogen, sulphur and oxygen using Vario MACRO Elemental Analyzer 

(Elementar Analysemsysteme GmbH, Germany). The calorific value of the oil sample 

was also determined according to ASTM D240 using a 1341 Plain Jacket bomb 

calorimeter instrument (Parr Instrument Company, Moline, USA). 

 

3 Results and Discussion 

 

3.1 Thermogravimetric analysis 
 

Figure 1 shows the thermal decomposition of WCO under pyrolysis environment. The 

first stage of decomposition of WCO is indicated by the weight loss observed at 345 °C 

to 410 °C, which showed a weight loss of approximately 21 wt.%. This could be attributed 

to the volatilisation of compounds derived from the decomposition of triglycerides 

molecules (e.g. unsaturated fatty acids) present in WCO. The  highest weight loss was 

observed in the second stage of decomposition (410 °C to 500 °C) with a weight loss of 

approximately 76 wt.%. This was likely derived from the volatilisation of saturated fatty 

acids (e.g. palmitic acid, stearic acid) and short-chain fatty acids[20]. Overall, the 

decomposition of WCO were found to occur in the temperature ranging from 345 °C to 

500 °C, and the weight loss of up to 98 wt% was observed. This weight loss indicates the 

volatile matter content in the WCO. The high volatile matter content makes the waste 

cooking oil desirable as a feedstock for pyrolysis because this volatile matter could be 

pyrolyzed to produce volatile hydrocarbons for use as potential liquid and gaseous fuel. 

No further weight loss was observed between 600 °C to 900 °C, which indicates very 

little or none fixed carbon exists in the oil. The ash content was obtained by calculating 

the difference of volatile matter and other elements (e.g. fixed carbon, ash content). It 

was found that <3 wt.% of ash content exists in the oil. This low ash content is desirable 

since the ash content may become a component of char residue, which is considered an 

impurity or by-product from the pyrolysis process. 
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Figure. 1 Thermogravimetric analysis (TGA) and derivative thermogravimetric (DTG) 

curve of WCO in pyrolysis environment 

 

Figure 2 shows the thermal decomposition of PW under pyrolysis environment. PW was 

found to decompose from 310 °C to 520 °C. A high weight loss of 98 wt%. was observed 

from the decomposition of PW. PW is made of styrene monomers and it has a long 

hydrocarbon chain with phenyl group (benzene ring) attached to each carbon atom [22]. 

Therefore, it can easily decompose at high process temperatures. The high weight loss 

also indicates the high volatile matter content of PW, which represents desirable feature 

to be converted by pyrolysis to produce potentially useful pyrolysis products.  

 

The thermogravimetric analysis also indicated that the suitable temperature for pyrolysis 

of WCO and PW on their own is at ≥500 °C in order to decompose and recover the 

majority of the volatile matter of these waste materials.  

 

 
Figure. 2 Thermogravimetric analysis (TGA) and derivative thermogravimetric (DTG) 

curve of PW in pyrolysis environment 

 

3.2 Temperature profile during microwave co-pyrolysis of WCO and PW  

 

The temperature profile during microwave co-pyrolysis of WCO and PW is shown in 

Figure 3. The microwave co-pyrolysis showed a a heating rate of about 20-40 °C/min to 

heat the mixture WCO and PW to 400 °C for pyrolysis decomposition. In particular, the 

co-pyrolysis performed at a W/P ratio of 1:1.5 and 1.5:1 demonstrated a faster heating 

rate (40 °C/min), achieving 400  °C in only 10 min. This is faster than heating rates (6-

26 °C/min) reported in microwave pyrolysis of waste cooking oil on its own [14]. In 
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addition, it was found that a lower process temperature (400 °C) was required compared 

to that required by pyrolysis of plastic and waste oil on its own (≥500 °C) [14, 23]. These 

results indicate that the microwave co-pyrolysis approach has positive synergistic effects 

in rapidly heating the waste materials to achieve high temperature for pyrolysis while 

simulataneously showing advantage in the need of a lower process temperature to 

pyrolyze the waste materials. 

 

 
Figure. 3 Temperature profile during microwave co-pyrolysis of WCO and PW at 

different W/P ratios. 

 

3.3 Product yield  

 

Figure 4 presents the product yield in the form of pyrolysis oil, pyrolysis gases and char 

residue during microwave co-pyrolysis of WCO and PW at different W/P ratios. The 

pyrolysis products were dominated by pyrolysis gases. The high yield of pyrolysis gases 

could be explained by increased occurrence of secondary reactions (particularly 

secondary cracking reactions) during  the co-pyrolysis process, resulting in higher 

conversion of the waste materials into ligther compounds present in gaseous form [18, 

19]. The production of pyrolysis gases is favourable since it could be used as gaseous 

fuel in gas turbines to generate electricity [22]. 

 

 
Figure. 4 Product yield of microwave co-pyrolysis of WCO and PW at different W/P 

ratios. 
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Higher yield of pyrolysis gases were obtained at higher ratio of PW added to WCO. This 

suggests that PW contained light compounds that was likely to be decomposed to produce 

gaseous compounds, which contributed the higher yield of pyrolysis gas when higher 

amount of PW was added to the co-pyrolysis process.  

 

The highest yield of char residue (52 wt%) was obtained at W/P ratio of 1.5:1. The char 

residue obtained at this W/P ratio was found to be a waxy mixture of char and 

unpyrolysed WCO and PW.  This could be due to the incomplete pyrolysis cracking 

occurred at this W/P ratio. The higher amount of WCO at this ratio may require higher 

process temperature (>400 °C) for a more extensive pyrolysis cracking to generate 

pyrolysis volatiles. 

 

The highest yield of pyrolysis oil (25 wt %) was observed at a W/P ratio of 1:1. It is 

thought that this represents the optimum balance between a sufficiently high W/P ratio to 

produce condensable vapor and not being so high as to promote secondary or tertiary 

cracking that led to production of only the pyrolysis gases or undesirable char residue. 

Our results have demonstrated that a recovery of approximately 80 wt % of pyrolysis 

products containing pyrolysis gases and pyrolysis oil is possible. 

 

3.4 Elemental composition and energy content of pyrolysis oil 

 

The pyrolysis oil obtained from microwave co-pyrolysis of WCO and PW at different 

W/P ratios were analyzed for their elemental composition and energy content. Data are 

not presented for pyrolysis gases due to limitation of analytical instrument for gas 

analyses. 

 

As shown in Table 1, the pyrolysis oil were dominated by carbon element (73-81 wt%). 

Hydrogen and nitrogen was detected in low concentration and sulphur was not detected 

in pyrolysis oil. These represent favourable characteristics since the pyrolysis oil could 

be used as a “greener” fuel source with potentially low emissions of NOx and SOx during 

fuel combustion process. Nevertheless, the oxygen content in pyrolysis oil (10-17 wt%) 

was considered high to be used as fuel source. Therefore,  pyrolysis oil needs to undergo 

upgrading treatment (e.g. reforming, deoxygenation and refining) to reduce the oxygen 

content.  
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Table 1 Elemental analysis and energy content 

Elemental Analysis W/P ratios 

1:1.5 1:1 1.5:1 

C (wt%) 76 81 73 

H (wt%) 7 8 8 

N (wt%) 1 1 2 

S (wt%) 0 0 0 

O (wt%) 16 10 17 

Calorific value 

(MJ/kg) 

30.8 35.3 30.0 

 

The pyrolysis oil produced from W/P ratio of 1:1 showed the highest energy content (35 

MJ/kg) compared to other W/P ratios. This could be attributed to the higher fraction of 

carbon and hydrogen present in the pyrolysis oil as shown in Table 1. The energy content 

of pyrolysis oil ranged from 30 MJ/kg to 35.3 MJ/kg. This calorific value is comparable 

to biodiesel (36-40 MJ/kg)[24] and showed the potential to be used as alternative fuel. 

Nevertheless, the energy content is lower than that commercial diesel fuel (45 MJ/kg) 

[15]. 

 

4 Conclusion 

 

This study has shown that WCO and PW have high volatile matter and low ash content, 

thus showing potential to be transformed into fuel product via pyrolysis process. The 

microwave co-pyrolysis of WCO and PW demonstrated fast heating rate (up to 

40°C/min), low process temperature (400°C), and 80 wt % of pyrolysis products 

containing pyrolysis gases and pyrolysis oil. 
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Abstract Small hydropower production units and similar projects receive 

a considerable amount of funds and financial support from governments. 

However, despite their doubtless advantages, the aforementioned small 

hydropower projects can lead to several environmental risks, such as lower 

water quality, biodiversity loss, ecosystem destruction, etc. The main 

difficulty is often to find an acceptable compromise between the 

commercial interest of the operator and the environmental demands on the 

construction and operation of small hydropower plants. This paper presents 

some alternative possibilities for construction of small hydro power plants 

in the areas, where the nature is partly protected by special environmental 

laws. The technical solutions regarding the exploitation of the energetic 

potential are indicated, together with the results of SWOT and an economic 

justification analysis of the investments. In that sense, some suitable 

locations are defined and analysed in Slovenia for hydro power plant 

construction. 
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1 Introduction 

 

When considering the status of the global energy shortages, the emphasis to reduce CO2 

emissions, development of alternative energy generation methods and growing energy 

consumption, there is a need to change the way energy is created and used [1]. An ideal 

energy source should be renewable and should have minimal effect on the environment. 

Renewable technologies are offering clean and reliable energy to reduce greenhouse gas 

emission that lead to global warming while saving money and creating jobs [2]. 

 

Among the renewable energy sources, small hydropower plants have gained the highest 

attraction. They are a mature and reliable technology, with easy operation and having a 

life cycle of more than 50 years. Hydropower is the world’s largest and cheapest source 

of renewable energy. It is also the most efficient way to produce electricity [3]. Small 

hydropower plants (SHPs) can be the best, most economical option for rural 

electrification in developing countries [4]. One-third of the world’s population does not 

have access to electricity, but does have access to moving water [2]. Moreover, small-

scale renewable technology is a very good option for supplying electric power to isolated 

rural areas. 

 

Development of small hydropower plant (SHP) is mentioned frequently and promoted 

actively within climate change and renewable energy policy frameworks. Sector reviews, 

academic literature and financing trends indicate that SHP has gained significant traction 

over the past few years, and continues to gain momentum [5], [6]. 

 

A SHP consists mainly of a small reservoir or irrigation canal, governor, turbine and 

generator. The water is passed from reservoir to turbine through a penstock. When water 

strikes at the blades of the turbine, it converts hydraulic energy into mechanical energy. 

The water flow in the turbine is controlled through the governor. The turbine is coupled 

with a generator which converts mechanical energy into electrical energy [4]. 

 

It is notorious that, despite their doubtless advantages, SHPs projects can lead to several 

environmental risks, such as lower water quality, ecosystem destruction or biodiversity 

loss [7]. Nevertheless, the use of hydropower causes environmental problems [8], [9]. In 

order to develop a small hydropower plant in a sustainable manner, it is important to 

make a detailed Environmental Impact Assessment Report, to know the site-specific 

ecological conditions, and to have a monitoring system established at the SHP to control 

the flow, sediment and fish passages, as well as water quality parameters [7]. 

 

This paper presents alternative possibilities for construction of small hydro power plants 

in the bed of the river Drava (the Slovenian part near Maribor city). The nature in this 

area is protected by special environmental laws. The results of an economic analysis of 

the investment are indicated, together with an appropriate SWOT (Strengths, 

Weaknesses, Opportunities, Threats) analysis.  
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2 Protected Natural Areas 

 

The Nature Conservation Act [10] regulates the formation of the network of specially 

protected Natura 2000 areas legally. The Act deals with: 

 

- Habitat types; 

- Protection of internationally protected species; 

- Assessment of plans and acts; 

- Ecologically important environment. 

 

The Government defines the habitat types that have priority in conservation in favourable 

conditions and prescribes guidelines for their conservation that need to be taken into 

consideration in spatial planning and use of natural resources. 

 

The Environmental Protection Act [11] is designed to promote and guide such 

development of society that enables long-term conditions for human health, well-being 

and quality of life, as well as conservation of biodiversity. The basic purpose of the Act 

is to prevent and reduce the environmental burden, to ensure sustainable use of natural 

resources and to promote use of renewable energy sources. In the case of the siting and 

construction of hydro power plants, it is necessary to take into consideration the principle 

of cooperation, which specifies that the State and Municipalities have to enable the 

participation of polluters and the public in the process of adoption of environmental 

protection related programmes and plans. The second principle that has to be applied is 

the precautionary principle, which states that the new technologies can be applied only if 

there are no adverse effects to the environment and human health, taking into 

consideration all potential protection measures. 

 

2.1 Areas of Natura 2000 

 

They are defined in the Directive on the Conservation of Natural Habitats and of Wild 

Fauna and Flora [12] and represent the areas that are important for the community, since 

they, in their local biogeographic region or regions, contribute significantly to the 

conservation or re-establishment of favourable conditions of natural habitat types or 

species, to the network integration and to the conservation of biodiversity. 

 

2.2 Special areas of conservation 

 

The Directive [12] specifies the habitat types and species the conservation of which lies 

in the interest of the EU, and for which the European environmental network is being 

established. The areas of the network that are important for the conservation of these wild 

fauna and flora, as well as the natural habitats, are called Special Areas of Conservation 

– SAC. 

 

The areas that meet the criteria laid down by the Directive on the Conservation of Wild 

Birds (hereinafter referred to as The Bird Directive [13]) are called Special Protected 
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Areas – SPA. They are the areas on which the Member States try to protect, maintain or 

re-establish sufficient diversity and size of habitats for all wild birds. 

 

2.3 Protected natural areas 

 

They are the areas for which State measures ensure protection of natural values and 

biodiversity. The Nature Conservation Act [10] defines the following types of protected 

areas: National Parks, Nature Parks, regional parks, and, in a narrower aspect, strict 

natural reserves, natural reserves and natural monuments. 

 

2.4 Protected areas 

 

These areas are defined by the International Union for Conservation of Nature (IUCN) 

as a part of the land or sea dedicated especially to the protection and conservation of 

biodiversity and natural and associated cultural wealth, whose management is legally or 

otherwise defined effectively. The protected areas include protected areas of nature, such 

as natural monuments and reserves, as well as natural, nature or regional parks. Any 

interventions in these areas require obtaining of nature protection conditions and/or 

Nature Protection Permit. 

 

2.5 Habitat type 

 

It is a biotically characteristic and spatially competed unit of the ecosystem, the 

conservation of which contributes to the conservation of ecosystems [14]. 

 

2.6 Biodiversity 

 

According to the Convention on Biological Diversity the term “biodiversity” means the 

diversity of living creatures from all sources that include land, sea and other ecosystems 

and ecological complexes, of which they are part; it includes diversity within species 

themselves, between the species and diversity of ecosystems. 

 

2.7 Ecologically important area 

 

This is an area of a habitat type, of a part of a habitat type, or a larger ecological system 

unit, which contributes significantly to the conservation of biodiversity. On these areas, 

interventions and activities are possible, but they have to be planned in such a way that 

the natural distribution of habitat types and habitats of flora and fauna are conserved to 

the maximum possible extent. 

 

3 The Drava River Case 

 

The Drava River has, due to its glacial headwaters (Grossglockner – 3,797 m above sea 

level) characteristics of a nival watercourse with higher flows in the period of late spring 

and summer, which is caused by simultaneous snow melting and heavy rain. The flow 
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usually reaches maximum in June, while its minimum is in February. In presented 

Slovenian case, the natural hydrological conditions are influenced partly by the operation 

of hydro power plants on the Drava River, where the natural hydrological regime is 

essentially changed at the derivation hydro power plants (HPPs) Zlatoličje and Formin. 

When the discharge of the Drava is lower than or equal to the installed discharge of an 

individual hydro power plant (HPP), only the biological minimum flows through the 

Drava riverbed, which for the HPP Zlatoličje amounts to QES = 10 m3/s in winter and QES 

= 20 m3/s in summer. 

 

The Drava River is, with the river meadow between Maribor and Ptuj, designated as a 

natural hydrological value. The requirements for behaviour within a natural value are 

defined by Rules on the Designation and Protection of Natural Values. These rules can 

be summarised as follows: 

 

- Nobody is allowed to treat natural values in a way that threatens their 

existence; 

- A natural value can be visited and watched in a way that does not threaten its 

existence and impede its protection; 

- If visiting or sightseeingof a natural value could cause danger for its protection, 

visiting or sightseeing of the natural value or a part of it shall be prohibited or 

restricted; 

- General use of a natural resource or a natural good that is designated as a 

natural value can be performed in a way that does not threaten its existence 

and impede its protection; 

- Interventions and activities are performed on natural values if there are no 

other spatial or technical possibilities for performing these interventions or 

activities. 

 

If there are no other spatial or technical possibilities the interventions and activities are 

performed: 

 

- On the surface and underground geomorphological, geological or hydrological 

natural value to the extent and in a way that does not cause destruction, damage 

or significant changes of the properties that were the reason for the designation 

as a natural value, or to the extent and in a way that causes the least possible 

changes of other physical, chemical, visual and functional characteristics of 

the natural value; 

- On an arboreal natural value in a way that does not reduce its vitality, does not 

deteriorate its health condition and does not worsen the living conditions at the 

growing site; 

- On a botanical or zoological natural value in a way that does not worsen the 

living conditions of the plants and animals that were the reason for the 

designation as a natural value, to the extent that makes their survival in the 

long-term impossible; 
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- On a landscape natural value in a way that does not decrease landscape 

diversity and that does not destroy, damage or significantly change the 

characteristics of the landscape elements and their distribution in space; 

- On an ecosystem natural value in a way that does not change the ecosystem’s 

quality and natural processes within the ecosystem to the extent that destroys 

the natural balance; 

- On a man-made natural value in a way that does not worsen the living 

conditions for the flora that are an essential part of the natural value, where in 

the areas of horticultural architectural heritage the interventions and activities 

are performed in accordance with the rules from the field of Protection of 

Cultural Heritage. 

 

Different technical solutions for exploitation of the energetic potential in the bed of the 

river Drava and the results of the SWOT and economic justification analysis of 

investment are dealt with in this contribution (Fig. 1). 

 

 

Figure 1. a) Movable power plant [15] and b) matrix power plant [16] 

So, the proposed solution is construction of a so-called movable power plant that is 

currently used widely in Germany. The central part of such power plant is a double-

regulated Kaplan turbine for heads of 2-3 m and discharges up to 20 m3/s. The realisation 

of a movable power plant is a combination of a backfilled dam and an artificial concrete 

barrier with built-in lock for larger alluvia. The entire mechanical and electrical 

equipment of the SHP is installed inside the concrete barrier. In the case of high waters, 

the entire dam structure is overflowed [15], [17]. 

 

Similar, the matrix power plants represent an innovative solution of a robust power plant 

with a low impact on changing the environment. The power plant is made of one or more 
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matrix units, each of them containing a turbine-generator assembly. The main peculiarity 

of this system is the large number of small turbines instead of one large. The turbine is a 

simplified axial propeller turbine that operates in a way that the stator blades direct the 

water to the rotor blades with a fixed pitch angle, where the water releases a part of its 

energy and drains through the enlarged output part that acts as a diffusor. The unregulated 

turbine is connected fixedly to the synchronous generator, and the entire assembly is 

integrated in a single unit [16], [17]. 

 

4 Swot and Economic Analysis 

 

This following section supports the selection of the most suitable solution of the 

construction of a SHP using SWOT analysis. This analysis got its name from the first 

letters of the four examined aspects (Strengths, Weaknesses, Opportunities, and Threats). 

 

In principle, the strengths and weaknesses are defined by internal factors from which the 

project initiative originates (strengths) or should be removed (weaknesses). The internal 

factors can be affected directly to be developed, removed or somehow intervened in 

another way. The opportunities and threats are related to external factors that cannot be 

influenced directly, but can only be used for our own favour in a way that are foreseen in 

advance and, if necessary, adapted adequately. 

 

In the subsequent parts, a closer look will be taken at a movable power plants (A) and a 

matrix power plant with several turbines (B) for discussed case. The aspects of internal 

and external factors are presented separately. 

 

A) Strengths 

 

- In the case of high waters it is overflowed; 

- In the wide range of discharges it achieves good efficiencies; 

- Higher annual availability; 

- Higher electricity production; 

- Better cohabitation with nature. 

 

A) Weaknesses 

 

- Higher investment costs (costs of dam); 

- Longer earthmoving and construction works. 

 

A) Opportunities 

 

- Wider riverbed with a lower drop; 

- Lower impact on undermining of the river bottom; 

- Favourable impact on the underground water. 
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A) Threats 

 

- Negative impact on the Drava River hydrology; 

- Climate changes – drought; 

- Damming, deposition of silt. 

 

B) Strengths 

 

- Modular Hydromatrix concept is standardised; 

- The use of a Hydromatrix system with an innovative solution and proven 

technology is used; 

- Due to the need for only minor construction interventions in the environment 

and use of water, a clean and environmentally friendly energy is obtained – 

even more than in other types of HPPs; 

- The existing river flow remains more or less unchanged; 

- The existing dam or spillway can be used; major construction works are thus 

avoided; 

- As there are no major interventions to the environment, no additional 

geological and hydrological hazards are caused; 

- The time from the beginning of the project to the start of operation is very 

short; between 1 and 1.5 years. 

 

B) Weaknesses 

 

- Fixed blades; at the wide range of discharges the efficiency is lower; 

- Lower annual availability of operation; 

- Lower level of cohabitation with nature in comparison with a movable HPP; 

- Longer payback period of the investment. 

 

B) Opportunities 

 

- Favourable impact on the underground water. 

 

B) Threats 

 

- Decrease of hydrology on the Drava River; 

- Climate changes – drought; 

- Increased risk of flooding; 

- Damming, deposition of silt; 

- Higher impact on undermining of the river bottom. 

 

Within the financial part, the curve of cumulative cash flow (CCF) could be calculated 

by yearly income and outcome difference, where parameters like 10 years credit period, 

inflation and varying cost of energy could have essential influence. Regarding to the 
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cumulative cash flow curve (Fig. 2) the parameter of the year-to-positive cash flow (10-

13 years) could has an important meaning.  

 

 
Figure 2. Cumulative Cash Flow curve; a) movable power plant, b) matrix power plant 

 

5 Conclusion 

 

In presented paper discussed area of the bed of the river Drava belongs into the network 

of the areas Natura 2000. Natura 2000 is a network of protected nature areas within the 

European Union for the conservation and recovery of biodiversity. Its final goal is to 

ensure the survival of essential flora and fauna. When working in a protected area with 

such legislation, a special license is required whenever there is a risk that certain activity 

could harm the area in any way. The overall SWOT analysis for the placement of 

proposed technological solutions to the environment was dealt in the paper together with 

an economic justification analysis of the investments.  
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Abstract In the light of intensive research on PEM fuel cells and other fuel 

cells in general, there is still a huge challenge with the commercialization 

of proton electron membrane fuel cells(PEMFC) technology. The major 

challenge being faced is with the cost of materials being too high. In this 

review, special consideration was given to materials. Using the right 

materials is very important to ensure high performance and durability and 

that the technology works at an acceptable level. Using materials that are 

too expensive no matter how good can pose a major challenge to 

commercialization by driving the cost too high thereby making it 

unaffordable. However there is a need to maintain a subtle equilibrium 

between performance and cost; these are the main drivers when considering 

the acceptability of technology. This paper presents an intensive study into 

PEM fuel cell materials. Currently effort is directed towards improving 

each component as it is believed that this will improve the overall 

performance of the system. This review supports this ideal. 
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1 Introduction 

 

Renewable energy is now very important in the society. It forms one of the major issues 

in the US election in November 2016 and also in the just concluded French election (May 

2017). This is because of the need for a cleaner environment and to reduce the ever 

growing cost of energy due to population increase. PEM fuel cell is regarded as an 

alternative because it gives near zero emission and also efficient. 

  

Work on the fuel cell was dated back to 1839. After more than a century the first PEM 

fuel cell was developed. Development on fuel cell if properly analysed could be attributed 

to the discovery of materials which offers properties that improves the durability of the 

product. 

 

In spite of all the notable achievement in the development of the PEM fuel cell 

commercialization is still a major concern. However it is believed that discovering the 

right material can be a lasting solution to the problem. 

 

Improving PEM components like the membrane, bipolar flow plate, gas diffusion layer, 

electro-catalyst layers, etc. has shown over time to have direct impact on the performance 

and durability of the cell. This review will discuss the current state of materials for PEM 

fuels cells and areas for future research.  

 

2 The Pem Fuel Cell 

 

Fuel cells generally got their names according to the type of electrolyte and reacting 

substances. In a PEM fuel cell, a reaction between hydrogen and oxygen gives water, 

electricity and waste heat. Figure 1 below shows a schematic diagram of a PEMFC. At 

the cathode the hydrogen ion (H+) gained two electrons to become hydrogen gas. On the 

other side at the anode the oxygen ion lost two oxygen ions to become oxygen gas. This 

reaction gave electricity with water and heat as bye product. 

 

It is necessary to measure the performance of fuel cell while in operation. This helps to 

know the present condition of the cell and also predict possible breakdown or defects. 

Performance of a PEMFC can be determined by identifying the losses. Figure 2 below 

shows the 3 major type of losses in the fuel cell. They are (1) activation losses (2) ohmic 

losses (3) concentration losses. This is as shown in figure 2. The image in figure 2 can 

also be referred to as polarization curve. 
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Figure 1. Detailed analysis of PEM fuel cell[1] 

 

 
Figure 2. Shows PEM fuel cell losses[2] 

 

3 Pem Materials and Component 

 

Figure 3 shows the detailed planar image of a PEMFC at UWS fuel cell laboratory before 

assembling and figure 4 and figure 5, after assemblage. Although there are other 
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components, the major components of the PEMFC are membrane, gas diffusion layer and 

electro-catalyst layer popularly referred to as MEA - Membrane electrode assembly and 

the bipolar plates. Figure 1 shows how the different component of the PEMFC relates 

during reaction. 

 

To ensure better performance, there is a need to have a good understanding of each 

component that makes the proton electron membrane fuel cell in order to make the right 

decision during material selection. Table 1 gives a summary of the failure modes for each 

of the major component of the PEM fuel cells and its root causes. 

 

Table 1. PEM fuel cells failure modes and causes[3] 

 
 

3.1 The proton electron membrane 

 

The most widely used membrane is Nafion-based membranes. They are only used when 

operating at low temperature. It has a lot of problem with water (Swelling). All the 

alternatives to Nafion membranes have failed to achieve an acceptable level of 

conductivity. Therefore a lot of work is ongoing to determine a low cost and high proton 

conductive membrane[4]. 
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3.2 The electro-catalyst layer 

 

The platinum-based catalyst layer is the most widely used electro-catalyst layer for PEM 

fuel cell. It has two major disadvantages; it is expensive and can easily be contaminated.  

When the platinum in the catalyst layer is contaminated, the performance reduces. Efforts 

to reduce the cost of platinum used are targeted towards reducing the amount of platinum 

used in the reaction without affecting performance. Baroutaji et al [2] explained that in 

the last few years, success has been made and that from 2008 to 2012, platinum loadings 

has been greatly reduced. In addition to this, Lister and McLean [5] reported platinum 

loading 0.014mg/cm2 by sputtering. Success in these will means that cost of platinum 

will no longer be a challenge in terms of commercialization. 

 

3.3 The gas diffusion layer 

 

The gas diffusion layer is very important in the transportation of reactant and water. 

Although other materials such as titanium, copper, nickel mesh etc. has been used, carbon 

fibre paper and carbon cloth are the two most widely used materials used as GDL[6]. The 

performance of a gas diffusion layers can be optimised through focusing on its 

characteristics properties like porosity, hydrophobicity, hydrophilicity, electron 

transport, permeability, compression and structure[7].  

 

3.4 The bipolar flow plates 
 

The role of bipolar plates cannot be overestimated. In fact it is responsible for about 80% 

of the total weight of the PEMFC. It can be non-metal based, metal based or composites. 

Figure 6 shows. 
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Figure 3. PEM fuel cell planar diagram at UWS fuel cell laboratory 

 

 
Figure 4. Assembled PEM fuel cell at UWS laboratory 
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Figure 5. Assembled PEM fuel cell with the fan at UWS laboratory  

 

 
Figure 6. Diagram showing the materials used for BP of a PEM fuel cell[8] 
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Table 2. Composite bipolar plate[1] 

 
 

how the different materials used for BPs in PEM fuel cells were classified[9]. The earliest 

BPs was non-metal or graphite based. However the Metallic-based bipolar flow plates 

have proved to be better. It cost is lower, has more strength and ultimately higher 

conductivity. The major challenge encountered is that associated with corrosion. To 

reduce that problem some materials were used for coating. Present efforts by researchers 

is to discover a material which have high conductivity and not corrosive. It is believed 

that this will be the future of BPs and it is called composite based BP. The US department 

of Energy has set a target for researchers on bipolar plates. This is shown in table 2[1].  

 

4 Conclusion 

 

Work on PEM fuel cell is currently attracting a lot of attention. In the light of discussions 

in the body of this paper it can be concluded that good material selection will improve 

the performance, durability and increase efficiency. Furthermore it is established that 

using the best materials alone cannot guarantee successful commercialization. An 

example is in the case of the electro-catalyst layer where there is a need to reduce or 

replace the platinum content. There is a need to maintain a balance between the quality 

of materials and cost and these has led to large scale research on development of low cost 

material for PEM fuel cell. 

 

  



10TH INTERNATIONAL CONFERENCE ON SUSTAINABLE ENERGY AND ENVIRONMENTAL 

PROTECTION (JUNE 27TH – 30TH, 2017, BLED, SLOVENIA), RENEWABLE ENERGY SOURCES 

E. Ogungbemi, O. Ijaodola, A. Wilberforce, A. Al Makky & A. Olabi: Review of Pem 

Fuel Cell Materials 

109 

 
Acknowledgements 

 

I would like to thank my supervisor Prof Abdul Olabi for his support and also my parents Dr and 

Mrs Ogungbemi for their encouragement. 

 

References 

 

[1] By P. World â€TM s largest Science , Technology & Medicine Open Access book publisher 

A Performance Review of 3D TOF Vision Systems in Comparison to Stereo Vision 

Systems n.d. doi:10.1145/1838002.1838017. 

[2] Baroutaji A. Materials in PEM Fuel Cells 2015. doi:10.1016/B978-0-12-803581-8.04006-

6. 

[3] Hinds G. Performance and Durability of PEM Fuel Cells : A Review 2004. 

[4] Hu H, Contact P. V . C . 9 Low-Cost Proton Conducting Membranes for PEM Fuel Cells 

Fiscal Year ( FY ) 2016 Objectives 2016:1–4. 

[5] Litster S, McLean G. PEM fuel cell electrodes. J Power Sources 2004;130:61–76. 

doi:10.1016/j.jpowsour.2003.12.055. 

[6] Park S, Lee J, Popov BN. A review of gas diffusion layer in PEM fuel cells : Materials and 

designs. Int J Hydrogen Energy 2012;37:5850–65. doi:10.1016/j.ijhydene.2011.12.148. 

[7] Cindrella L, Kannan AM, Lin JF, Saminathan K, Ho Y, Lin CW, et al. Gas diffusion layer 

for proton exchange membrane fuel cells — A review 2009;194:146–60. 

doi:10.1016/j.jpowsour.2009.04.005. 

[8] Hermann A, Chaudhuri T, Spagnol P. Bipolar plates for PEM fuel cells : A review 

2005;30:1297–302. doi:10.1016/j.ijhydene.2005.04.016. 

[9] Hermann A, Chaudhuri T, Spagnol P. Bipolar plates for PEM fuel cells: A review. Int. J. 

Hydrogen Energy, 2005. doi:10.1016/j.ijhydene.2005.04.016. 



110 10TH INTERNATIONAL CONFERENCE ON SUSTAINABLE ENERGY AND ENVIRONMENTAL 

PROTECTION (JUNE 27TH – 30TH, 2017, BLED, SLOVENIA), RENEWABLE ENERGY SOURCES 

 



10TH INTERNATIONAL CONFERENCE ON SUSTAINABLE ENERGY AND 

ENVIRONMENTAL PROTECTION (JUNE 27TH – 30TH, 2017, BLED, 

SLOVENIA), RENEWABLE ENERGY SOURCES 

J. Krope, A.Ghani Olabi, D. Goričanec & S. Božičnik 
 

 

 

Ru-Containing Polymeric Catalyst for the Process of 

Cellulose Conversion 
 

OLEG V. MANAENKOV, ANASTASIA E. FILATOVA, OLGA V. KISLITZA, YURY.V. 

LUGOVOY, ESTHER M. SULMAN, VALENTINA G. MATVEEVA, VALENTIN YU. DOLUDA & 

ALEXANDER I. SIDOROV16 

 
Abstract Various Ru-containing catalysts based on non-functionalized 

hypercrosslinked polystyrene (HPS) MN-270 as well as its functionalized 

analogues: NH2-HPS (MN-100) and SO3H-HPS (MN-500) were tested in 

cellulose hydrolytic hydrogenation process in subcritical water to obtain 

hexitols. The results showed that the most active catalysts was 1.0% Ru 

based on MN-270 while the catalysts based on MN-270 functional 

analogues (MN-100 and MN-500) do not exhibit any activity in this 

process. The chosen catalyst allowed achieving the total sorbitol and 

mannitol yield up to 50% at 85% cellulose conversion. Moreover the 

proposed catalyst had high stability in the multiple uses without any 

decrease in activity that makes it promising for biomass conversion into 

various chemicals. 
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1 Introduction 

 

Cellulose is a wide spread material that can be a good alternative to fossil fuels as a 

renewable source to produce numerous chemicals as well as second-generation biofuels 

on a large scale [1]. Due to a large number of hydroxyl groups cellulose is a promising 

raw material to obtain polyols [2]. A classical two-stage process of polyols production 

from cellulose includes acid catalysed cellulose hydrolysis to monosaccharides [3] and 

metal catalysed hydrogenation of the latter to the corresponding alcohols [4, 5]. 

Hydrolytic hydrogenation as one of the possible ways of “one-pot” cellulose conversion 

is a complex process combining both cellulose hydrolysis to glucose and the following 

its hydrogenation. This process is conducted in the medium of polar (protonic) solvent in 

the presence of metal-based catalysts. The first investigation of a one-stage process of 

cellulose conversion in the presence of Ru-containing catalysts were done by A.A. 

Balandin and his colleagues [6]. Nowadays there is a growing interest to the use of 

subcritical water in cellulose hydrolytic hydrogenation [7]. This can be possible due to 

the unique properties of subcritical water that in the temperature range of 100 – 374 °C 

and at a pressure over 4 MPa can serve both as acid and base catalyst for cellulose 

hydrolysis. There are numerous studies devoted to the use of transition metal based 

catalysts in hydrolytic hydrogenation of cellulose in subcritical water; among them are Pt 

[4, 11-15], Pd [4] and Ni [8]. Although these catalysts provide rather high cellulose 

conversion they require higher temperature and the polyol yield does not exceed 50%. As 

it is known Ru-containing catalysts are the most active in the complex cellulose 

processing [4, 9]. The catalyst support also plays a great role in the total product yield. 

Carbon materials [4, 9, 10], aluminium oxide [4, 10], zeolites [4, 10] are used as supports 

for Ru particles. The analysis of literature data shows that the presence of a negligible 

amount of strong mineral acid or acid sites on a catalyst support allows increasing both 

cellulose conversion and polyol yield due to the increase in the rate of the hydrolysis step. 

However the problem of choosing a suitable support has not been solved yet as the studied 

materials do not provide high catalyst stability under cellulose conversion conditions due 

to thermal and mechanical destructibility of the support as well as the leaching of the 

active metal from the catalyst. 

 

In this work we proposed novel Ru-containing catalysts on the base of non-functionalized 

and functionalized HPS for cellulose hydrolytic hydrogenation to hexitols. HPS is a 

promising support due to its high porosity, excellent sorption properties and swell 

possibility in any solvent [11-13]. Moreover HPS has high thermal and mechanical 

stability and allows stabilizing of the active metal in a rigid polymeric matrix. 

 

2 Experimental 

 

For the catalyst synthesis different types of HPS Macronet (MN) purchased from Purolite 

Int., U.K: MN-270 (without functional groups), MN-100 (functionalized with amino 

groups), and MN-500 (functionalized with sulphate groups) were used. Preliminarily 

washed with water, acetone, and methyl alcohol, dried and crushed to particle size less 
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than 60 μm HPS granules were impregnated with a solution of ruthenium (IV) 

hydroxychloride (pure, OJSC Aurat, Russia) via four-steps synthesis according to a 

procedure described in [2]. The as-received, reduced in hydrogen flow at 300 °C and used 

catalyst samples were analysed by low-temperature nitrogen physisorption, transmission 

electron microscopy and thermogravimetric analysis. 

 

Microcrystalline cellulose (degree of crystallinity 75-80%, Chimmedservice, Russia) 

conversion to polyols was performed in a steel reactor (50 cm3, Parr Instrument, USA) in 

subcritical water medium under the temperature 245 °C, hydrogen partial pressure 6 MPa. 

In a typical experiment microcrystalline cellulose (0.5 g), a catalyst (0.07 g) and 30 mL 

of distilled water were loaded into the reactor. Then the reactor was flushed three times 

with hydrogen under a working pressure. The reaction mixture was heated up to 245 °C 

under continuous stirring (≈100 rpm) to prevent the local hot spots formation. Then the 

stirrer speed was increased up to 600 rpm to eliminate the external mass-transfer. The 

amount of the process main products was determined by chromatographic methods using 

gas chromatograph Crystallux-4000M (MetaKhrom, Russia) for the gaseous phase and 

highly effective liquid chromatograph UltiMate 3000 (Dionex, USA) for the liquid phase. 

Mass spectrometer GCMS-QP2010S (SHIMADZU, Japan) was used for the 

identification of the products in the liquid phase. In order to estimate the ruthenium 

content of the liquid phase the atomic absorption analysis was performed. 

Total cellulose conversion was calculated as (1) 

 

𝑋 =  
(𝑚𝑐0 − 𝑚𝑐)·100

𝑚𝑐0
,       (1) 

 

where mc is non-hydrolysed cellulose weight and mc0 is cellulose initial weight. 

  

The total hexitol yield was calculated as (2)  

 

𝜂ℎ𝑒𝑥.  =  
𝑚ℎ𝑒𝑥.·100

𝑚𝑐0
,       (2) 

 

where mhex. is sorbitol (or mannitol) weight.  

 

The selectivity regarding to the individual alcohol was calculated as (3) 

 

𝑆 =  
𝑚𝑝·100

(𝑚𝑐0− 𝑚𝑐)
,        (3) 

 

where mp is the weight corresponding product. 

 

3 Results and Discussion 

 

HPLC and GC-MS analysis of the liquid phase samples showed the presence of the 

following main products of cellulose hydrolytic hydrogenation: sorbitol and mannitol as 
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major hexitols, among other polyols xylitol, glycerol, erythritol, ethylene glycol, 

propylene glycol and 1,4-sorbitan were observed. 

 

The typical experiments on the activity of the synthesized catalysts were carried out under 

the following conditions: temperature – 245 °С, hydrogen pressure – 6 MPa H2, water 

volume – 30 mL, stirring speed – 600 rpm, Ru/cellulose ratio – 0.028 mmol/g, process 

duration – 5 min. Figure 1 represents the results of cellulose hydrolytic hydrogenation in 

subcritical water in the presence of the synthesized catalysts. 

 

 
Figure 1. Cellulose conversion and hexitols total yield dependences on the catalyst type 

 

1% Ru/MN-500 catalyst showed rather high cellulose conversion but the lowest hexytol 

yield (Figure 1). While using this catalyst the darkening of the reaction mixture was 

observed that is explained by the products of glucose degradation as it was confirmed by 

chromatographic analysis. Thus this catalyst only provides cellulose hydrolysis step and 

its low activity in hydrolytic hydrogenation process can be explained by the poisoning of 

the catalyst due to the MN-500 desulfurization. 1% Ru/MN-100 catalyst showed a 

slightly better result. This catalyst provides almost the same cellulose conversion but 

hexitol yield increases by 10%. As it was found for these both catalysts the main reaction 

products were lower polyols and methane. While conducting the experiments without any 

catalyst, the same picture as for 1% Ru/MN-500 was observed indicating the first 

cellulose hydrolysis step and the following glucose caramelization.  

 

In the case of 1% Ru/MN-270 both high cellulose conversion (over 80%) and high 

hexytol total yield (up to 50%) were obtained. This fact indicates that the presence of the 

catalyst leads to both hydrolysis and hydrogenolysis processes flow, which does not take 

place without any catalyst. Most likely the high efficiency of this catalyst is connected 

with a combination of high specific surface area; narrow pore size distribution, and small, 

monodispersed Ru nanoparticles. Thus the further experiments were done with 1% 

Ru/MN-270 catalyst. 

  

The surface area analysis data obtained from low-temperature nitrogen physisorption are 

presented in Figure 2. As it can be seen non-functionalized MN-270 type of HPS has the 
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highest surface area (about 1500 m2/g) in comparison with the other types of HPS. 

Moreover it has the highest area of micropores. Besides, the analysis showed that for both 

supports and synthesized catalysts the pores with the size of 4.0 - 4.5 nm in diameter were 

dominative basing on the total pore volume. Thus it can be supposed that Ru particles 

had been preferably formed in the micropores of the support that was confirmed by the 

decrease in micropores surface area of the catalysts compared to the initial support. Ru 

particle size distribution obtained by TEM analysis amounted 1.4 ± 0.3 nm. 

 

 
Figure 2. Specific surface area of HPS types and the developed catalysts 

 

The decrease in the specific surface area of the catalyst based on MN-270 does not exceed 

15% as it can be seen from Figure 2. It can be explained by the fact that Ru nanoparticles 

fill the pores of the matrix during its reduction by hydrogen conducted at 300 °С. It is 

interesting to note that the specific surface area of 1% Ru/MN-100 catalyst was the same 

as that of the initial support that is probably connected with uniform deposition of Ru 

nanoparticles on pore walls. High decrease in the surface area in the case of 1% Ru/MN-

500, by a factor of 5, can be connected with desulfurization of MN-500 HPS type which 

takes place at 200 – 300 °С according to [10] and as a result with the changes in the 

support structure. This assumption was confirmed by the results of thermogravimetric 

analysis of the initial samples of hypercrosslinked polystyrene reported in [2]. These data 

agree well with the activity of the catalysts in cellulose hydrolytic hydrogenation. 

 

The influence of such parameters as Ru loading, Ru/substrate ratio, temperature, 

hydrogen partial pressure and the process time on the activity of the 1% Ru/MN-270 

catalyst in cellulose hydrolytic hydrogenation process was studied. The highest hexitol 

yield (ηhex.) up to 50% was observed while using the chosen catalyst under the typical 

experimental conditions (temperature - 245 °С, hydrogen pressure - 6 MPa, water volume 

- 30 mL, , cellulose mass - 1 g, 600 rpm, process duration - 5 min) as it is shown in Figure 

3. It is noteworthy that the chosen catalyst provides the increase in cellulose conversion 

(X) (Figure 1). The variation of Ru/cellulose (mmol/g) ratio showed that its decrease 

resulted in the increase in the total hexitol yield (Figure 4). Basing on the data obtained, 

further experiments were done using 1.0 wt. % Ru/MN-270 catalysts with Ru/cellulose 

ratio equal to 0.028:1 mmol/g. 



116 10TH INTERNATIONAL CONFERENCE ON SUSTAINABLE ENERGY AND ENVIRONMENTAL 

PROTECTION (JUNE 27TH – 30TH, 2017, BLED, SLOVENIA), RENEWABLE ENERGY SOURCES 

O.V. Manaenkov, A.E. Filatova, O.V. Kislitza, Yu.V. Lugovoy, E.M. Sulman, V.G. 

Matveeva, V.Yu. Doluda & A.I. Sidorov: Ru-Containing Polymeric Catalyst for the 

Process of Cellulose Conversion 

 

 
Figure 3. Ru percentage influence on cellulose conversion and hexitol yield 

 

 
Figure 4. Ru/substrate ratio influence on cellulose hydrolytic hydrogenation in terms of 

conversion and hexitol yield 

 

The study of the temperature effect on cellulose hydrolytic hydrogenation process 

showed that the increase in temperature from 200 up to 260 °C resulted in cellulose 

conversion increase from 33.3 up to 93.2 %, due to the acceleration of the hydrolysis 

reaction. At high temperatures the concentration of H3O+ and OH- ions in water increases, 

which causes the increase in the acidity of the medium needed for the hydrolysis of 

cellulose. The selectivity to hexitol increases when the temperature rises from 200 up to 

245 °C and decreases at 260 °C. Thus, the maximum of selectivity to hexitol was 

observed at 245 °C (Figure 5). The amount of hydrogen in the liquid phase and the degree 

of its adsorption on the catalyst surface directly depends on the pressure. The highest 

cellulose conversion was obtained at 6 MPa (Figure 6). At a pressure below this value a 

twofold decrease in the selectivity to hexitol was observed, due to the slowdown in the 

glucose hydrogenation reaction. In this case we also observed the glucose caramelization. 

At a hydrogen pressure above 6 MPa the selectivity decreased. This is probably due to 

the fact that a significant proportion of the active catalyst sites are occupied by hydrogen, 

thus preventing the access of glucose molecules to the catalyst surface. 
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Figure 5. Dependence of cellulose conversion and polyols selectivity on temperature 

 

 
Figure 6. Dependence of cellulose conversion and polyols selectivity on hydrogen 

partial pressure 

 

In the work the effect of the process time was also studied. The maximal selectivity to 

hexitol was obtained at the fifth minute (Figure 7). Shorter period of time does not provide 

a sufficient degree of cellulose conversion. The increase in the process time increases the 

conversion while lowering the selectivity due to the hydrogenolysis of hexitols. 
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Figure 7. Dependence of cellulose conversion and polyols selectivity on the process 

time 

 

To estimate the stability of the chosen catalyst, it was separated from the reaction mixture 

after the process completion and used again with fresh cellulose. It was obtained that the 

multiple reuse of 1% Ru/MN-270 catalyst in three consecutive reaction cycles leads to a 

slight decrease in its activity (Figure 8) which can be explained by a loss of some amount 

of the catalyst during the filtration. 

 

 
Figure 8. The results of the catalyst multiple reuses 

 

Basing on the experiments the hypothesis on the mechanism of cellulose hydrolytic 

hydrogenation is suggested taking into consideration the fact that the process proceeds in 

two steps: (i) cellulose hydrolysis to glucose and then (ii) glucose hydrogenolysis to 

polyols according to Figure 9. Experiments showed that the last one is the limiting stage 

of the whole process, thus the kinetics of this stage was studied. 

 

Basing on the data shown in Figure 9 the following mathematical model was proposed: 

 

𝑊𝐴 =
−𝐾1[𝐴]−𝐾2[𝐴]

𝑍
;       (4) 

 



10TH INTERNATIONAL CONFERENCE ON SUSTAINABLE ENERGY AND ENVIRONMENTAL 

PROTECTION (JUNE 27TH – 30TH, 2017, BLED, SLOVENIA), RENEWABLE ENERGY SOURCES 

O.V. Manaenkov, A.E. Filatova, O.V. Kislitza, Yu.V. Lugovoy, E.M. Sulman, V.G. 

Matveeva, V.Yu. Doluda & A.I. Sidorov: Ru-Containing Polymeric Catalyst for the 

Process of Cellulose Conversion 

119 

 

𝑊𝐵 =
𝐾1[𝐴]−𝐾3[𝐵]−𝐾4[𝐵]−𝐾5[𝐵]−𝐾6[𝐵]

𝑍
;      (5) 

 

𝑊𝐶 =
𝐾3[𝐵]−𝐾7[𝐶]

𝑍
;        (6) 

 

𝑊𝐷 =
𝐾6[𝐵]+𝐾7[𝐶]

𝑍
;       (7) 

 

𝑊𝐸 =
𝐾2[𝐴]+𝐾4[𝐵]

𝑍
;        (8) 

 

𝑊𝐹 =
𝐾5[𝐵]

𝑍
.        (9) 

 

Here Wi – the rate of hydrogenolysis reaction at the single initial concentration of the 

substrate C0 = 1 mol/L and the single concentration of the catalyst Cc = 1 mol/L, Z – 

denominator of the kinetic equation reflecting reagents adsorption on the solid phase. 

 

The kinetic study experiments of glucose hydrogenolysis step were carried out varying 

the same parameters: reaction time, hydrogen partial pressure and temperature. The study 

of hydrogen partial pressure influence on glucose hydrogenolysis showed (in terms of ln 

k = F(lnP)) that the reaction has pseudo-zero order with respect to hydrogen; the 

calculated value was 0.028. It indicates that hydrogen partial pressure does not affect 

glucose hydrogenolysis reaction rate. Objectively the reaction proceeded with the excess 

amount of hydrogen thus its concentration might be considered a constant. The analysis 

of the kinetic curves of glucose conversion obtained at different reaction temperature 

showed that glucose hydrogenolysis process behaved the most intensively at a 

temperature 235 °C. 300 seconds was chosen as the time for the estimation of the 

temperature influence as well as for the calculation of the apparent activation energy that 

amounted 45 ± 5 kJ/(mol). It is noteworthy that the value of the apparent activation 

energy calculated basing on the chosen kinetic model agree well with the experimental 

data. The other Arrhenius equation parameters calculated for both experimental data and 

mathematical model were the following: the rate constant 0.103 (mol/mol)ns-1) and 

preexponential factor 8.92∙106. 
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Figure 9. Possible ways of cellulose hydrogenolysis on Ru-containing catalysts 

 

4 Conclusions 

 

A novel type of Ru-containing catalyst based on HPS was proposed for hydrolytic 

hydrogenation of cellulose in order to obtain hexitols with high yield. It was shown that 

the catalyst based on non-functionalized MN-270 provided high efficiency of the reaction 

due to the stability of the polymeric matrix resulting in high porosity of the catalyst and 

well-dispersed Ru nanoparticles. The catalysts based on MN-270 amino- and sulphate-

functionalized analogues (MN-100 and MN-500) did not show any activity in this 

process. It was revealed that the use of 1.0% Ru/MN-270 allows achieving the total 

hexitol yield up to 50% at ~85% conversion that is comparable with the results obtained 

for more complex and expensive catalytic systems. This catalyst also had high stability 

in the multiple uses without any loss in activity and selectivity. Basing on the kinetic 

experiments the adequate kinetic model of the process was chosen and the main kinetic 

parameters were calculated. 

 

 
Acknowledgements 

 

This work was financially supported by the Ministry of Science and Education of Russian 

Federation (grant RFMEFI58615X0024). 

 

References 

 

[1] G. Huber, S. Iborra, and A. Corma, “Synthesis of Transportation Fuels from Biomass: 

Chemistry, Catalysts, and Engineering”, Chem. Rev., vol. 106, pp. 4044-4098. 2006. 

[2] O. Manaenkov, V. Matveeva, E. Sulman, A. Filatova, O. Makeeva, O. Kislitza, A. Sidorov, 

V. Doluda, and M. Sulman, “Ru-Containing Polymeric Catalysts for Cellulose Conversion 

to Polyols”, Top. in Cat., vol. 57(17-20), pp. 1476-1482. 2014. 

[3] R. Palkovits, K. Tajvidi, J. Procelewska, R. Rinaldi, and A. Ruppert, “Heteropolyacids as 

efficient acid catalysts in the one-step conversion of cellulose to sugar alcohols”, Green 

Chem., vol. 12, pp. 972-978. 2010. 



10TH INTERNATIONAL CONFERENCE ON SUSTAINABLE ENERGY AND ENVIRONMENTAL 

PROTECTION (JUNE 27TH – 30TH, 2017, BLED, SLOVENIA), RENEWABLE ENERGY SOURCES 

O.V. Manaenkov, A.E. Filatova, O.V. Kislitza, Yu.V. Lugovoy, E.M. Sulman, V.G. 

Matveeva, V.Yu. Doluda & A.I. Sidorov: Ru-Containing Polymeric Catalyst for the 

Process of Cellulose Conversion 

121 

 
[4] J. Geboers, S. Van de Vyver, K. Carpentier, K. Blochouse, P. Jacobs, and B. Sels, ”Efficient 

catalytic conversion of concentrated cellulose feeds to hexitols with heteropoly acids and 

Ru on carbon”, Chem Commun, vol. 46(20), pp. 3577-3579. 2010. 

[5] D.K. Mishra, A.A. Dabbawala, J.J. Park, S.H. Jhung, and J.-S. Hwang, „Ruthenium 

nanoparticles supported on zeolite Y as an efficient catalyst for selective hydrogenation of 

xylose to xylitol“ Catalysis Today, vol. 232, pp. 99-104. 2014. 

[6] S.V. Chepigo, A.A. Balandin, N.A> Vasyunina, “Polyol production via catalytic 

conversion of plant polysaccharides”, Chemical Science and Industry (in Russian), vol. 2, 

pp. 416-424. 1957. 

[7] D.T. Yin, S.J. Ying, and L.H. Chao, “Cellulose conversion to polyols on supported Ru 

catalysts in aqueous basic solution”, Science China Chemistry, vol. 53(7), pp. 1476-1480. 

2010. 

[8] A.V. Kirilin, A.V. Tokarev, E.V. Murzina, L.M. Kustov, J.-P.Mikkola, and D.Yu. Murzin, 

„Reaction products and transformations of intermediates in the aqueous-phase reforming 

of sorbitol”, ChemSusChem, vol. 3, pp. 708-718. 2010 

[9] H. Kobayashi, Y. Ito, T. Komanoya, Y. Hosaka, P. Dhepe, K. Kasai, K. Haraa, and A. 

Fukuoka, „Synthesis of sugar alcohols by hydrolytic hydrogenation of cellulose over 

supported metal catalysts”, Green Chem., vol. 13, p. 326. 2011. 

[10] H. Kobayashi, T. Komanoya, K. Hara, and A. Fukuoka, „Water tolerant mesoporous carbon 

supported ruthenium catalysts for the hydrolysis of cellulose to glucose”, ChemSusChem., 

Vol. 3, p. 440. 2010. 

[11] V.N. Sapunov, M.Ye. Grigoryev, E.M. Sulman, M.B. Konyaeva, V.G. Matveeva, 

Hydrogenation over Ru Nanoparticles Embedded in Mesoporous Hypercrosslinked 

Polystyrene”, The Journal of Physical Chemistry A, vol. 117, pp. 4073-4083. 2013. 

[12] V.Yu. Doluda, E.M. Sulman, V.G. Matveeva, M.G. Sulman, A.V. Bykov, N.V. Lakina, 

A.I. Sidorov, P.M. Valetsky, and L.M. Bronstein, „Phenol catalytic wet air oxidation over 

Ru nanoparticles formed in hypercrosslinked polystyrene”, Topics in Catalysis, vol. 56, pp. 

688-695. 2013. 

[13] V. Doluda, J. Warna, A. Aho, A. Bykov, A. Sidorov, E.M. Sulman, L.M Bronstein, T.O. 

Salmi, and D.Yu. Murzin, “Kinetics of lactose hydrogenation over ruthenium nanoparticles 

in hypercrosslinked polystyrene”, Industrial & Engineering Chemistry Research, vol. 

52(39), pp. 14066-14080. 2013. 



122 10TH INTERNATIONAL CONFERENCE ON SUSTAINABLE ENERGY AND ENVIRONMENTAL 

PROTECTION (JUNE 27TH – 30TH, 2017, BLED, SLOVENIA), RENEWABLE ENERGY SOURCES 

 



10TH INTERNATIONAL CONFERENCE ON SUSTAINABLE ENERGY AND 

ENVIRONMENTAL PROTECTION (JUNE 27TH – 30TH, 2017, BLED, 

SLOVENIA), RENEWABLE ENERGY SOURCES 

J. Krope, A.Ghani Olabi, D. Goričanec & S. Božičnik 
 

 

 

Electrical Energy Production Simulation in SHP of Ultra-

Low Head Considering Environment Protection 

Conditions and Technical Limitations 
 

HENRIK LAVRIČ, ANDRAŽ RIHAR & RASTKO FIŠER 17 

 
Abstract Archimedes screw (AS) is a water engine technology that makes 

efficient energy utilization of water streams with ultra-low heads possible. 

Consequently, abandoned water mills became interesting for revitalization, 

as the small hydropower plants (SHP) can be installed in the existing 

millrace on the existing weir. Detailed analysis of highly dynamic 

hydrologic conditions is presented for one such site. The foreseen SHP 

consists of two identical parallel lines, together yielding nominal power of 

47.6 kW, when utilizing 5 m3/s flow and 1.39 m head. For this SHP a 

simulation model was built, in which measured parameters from the site, 

manufacturer’s characteristics, and conditions for the start and shutdown of 

AS are considered in combination with the flow utilization limitations from 

February to June in order to preserve the biotic diversity. Calculated 

average annual electrical energy for the era of 35 years is 291.5 MWh. If 

flow limitation is omitted, expected electrical energy is increased by 6 %. 
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1 Introduction 

 

Archimedes screw is an interesting water engine technology, which makes the energy 

utilization of water streams with ultralow heads reasonable. Its first commercial use was 

seen in Germany at the break of the millennium [1]. Before the introduction of AS there 

was no motivation for ultralow head exploitation, since existing technologies were 

convenient only for heads above 3 m [2]. It took some time for the “new” technology to 

become noted and for further use in the environmentally sound energy production on 

heads down to 1 m [3], [4]. AS is now enabling technology to build SHP on places where 

water streams had once already propelled the water wheels. This opportunity was soon 

recognized in the UK. From 2010 on strong intentions also exist in Slovenia, where 14 

owners of mostly abandoned and some even ruined mills and sawmills on the border river 

Kolpa and its left-bank tributaries have joined in an EU co-founded project “With 

revitalization of mills towards green energy”. The idea had spread in Europe inside the 

project “Restore Hydro”, which started in 2012 under the coordination of ESHA [5]. The 

aim of this project was to map and ascertain the power capacity of abandoned locations, 

to identify the prospective ones, and to further promote the marketing model of regional 

cooperatives for funding the potential projects. 

 

Construction of SHP on abandoned mill locations increases the number of decentralized 

power sources, which are closer to the consumers. It has very low negative impact, since 

the basic infrastructure is already available or, in less favorable circumstances, only needs 

minor repair. The SHP equipment is installed in place of the existing millrace, while the 

existing weir already provides the necessary head. Consequently, less opposition of local 

initiatives is to be encountered. In case of mills on river Kolpa, these are on the list of 

cultural heritage and some are even protected as cultural monuments. The river is with 

its surroundings included in Natura 2000, in which protected area under the Habitat’s 

directive is specified with the code SI3000175. Consequently, when searching for 

appropriate technologies and their inclusion in the site, besides cultural heritage 

preservation, stringent demands for environmental protection and protection of life in the 

river, and near the river were taken into account. In Slovenia a variety of environmental 

constraints in general heavily decreases possibilities for economically feasible hydro 

energetic potential exploitation [6]. Building the SHP using AS needs relatively little civil 

work and smaller concrete structures. AS itself is amongst the most fish friendly 

technologies of water engines that allows the fish to pass without harming them [7].  

 

Even if the idea sounds attractive and is technically feasible, it is still the question of 

profitability of such a project to be solved before committing it. How much electrical 

energy (EE) can be produced and sold with the foreseen SHP under given conditions is 

the most important unknown. Some initial assessments have already been done for one 

upstream located mill on Kolpa, when we were searching for appropriate technologies 

[8]. This paper, however, presents a detailed EE production simulation for a downstream 

positioned location Krasinec, considering plenty newly arrived conditions and guidelines. 

This location is a pilot project, with a building permit being issued just recently. 
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2 Hydrological Conditiones 

 

River Kolpa is a very dynamical water course with low water extremes in dry periods, 

and very large discharges during spring and autumn rains causing floods. This is a capital 

problem for the SHP. The rotating part of the electromechanical equipment must 

withstand flooding for several days. Control cabinet can be installed at an upper level 

inside the mill. During floods water level rises for more than 4 m above normal levels 

and no evacuation system is reasonable [9]. Average values for daily discharges (river 

flow Qr), on which the EE production simulation is based, are for Krasinec obtained 

indirectly from the archived average daily discharges of the closest downstream 

measuring station Metlika by using a multiplication factor of 0.8 [10]. We analyzed the 

era of last 35 years recorded in the archive, from 1981 to 2015. 35 years is long enough 

to compensate for extreme years and can also be a life time of the SHP equipment. Flow 

duration and head duration curves for the given 35 years are shown in Figure 8. Maximum 

values of the average river flow can reach 800 m3/s (Figure 16), whereas annual 

distribution of flow indicates a torrential behavior. Numbers of days inside the individual 

flow segments of 2.5 m3/s are provided in Figure 9. Considering the 6 m width of the mill 

race and the way how the water for mill operation was derived in the past the nominal 

flow of SHP was fixed to 5 m3/s. 

 

 
Figure 8. Flow and head duration curves of the analyzed site 
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Figure 9. River flow distribution 

 

Normative points of upper and lower water level and nominal head, which occurs at 

15 m3/s river flow and amounts to 1.39 m, were defined by the hydrologists, according to 

the river flow distribution and the acquired measurements. Dependence of upper and 

lower water levels and available head versus river flow was determined by three years of 

measurements. Discrete points on markers are the measured level differences, while the 

lines in Figure 10 are polynomial interpolations, represented by (1), (2), and (3): 
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Figure 10. Water level differences from nominal points and resulting head 
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The limitation of water use due to the biotic diversity preservation is defined for five 

months, from February to June, for river flows below 20 m3/s. Below 7 m3/s of river flow, 

no flow is available for the SHP. The graph of limited SHP flow is shown in Figure 11 

and is fitted by 

 
4 3

2

0.000131 0.00961

          0.261 3.35 13.6.

LIM r r

r r

Q Q Q

Q Q

     

   
    (4) 

 

In practice sluice gate on the intake needs to be controlled appropriately to ensure 

limitation.  

 

 
Figure 11. SHP flow limitation from February to June 

 

3 Equipment Characteristics 

 

Relatively high SHP nominal flow and ultra-low nominal head demand two AS to operate 

in parallel. SHP thus has two identical parallel lines, whereas each line consists of AS, 

speed multiplier, and an induction generator with nominal electrical power equal to 

23.8 kW, resulting in SHP nominal power Pn of 47.6 kW. Dependence of electrical power 

versus AS flow is shown in Figure 12. Solid line with markers represents manufacturer 

data, which are provided only up to nominal AS flow of 2.5 m3/s. This is normally 

obtained at 15 m3/s of river flow. For higher river flows, when water levels exceed the 

design points, more water enters the AS and it can generate more power. The relation 

between QAS and hup is defined by 
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For example, when hup is 24 cm, 3.1 m3/s of water enters the AS at Qr of 70 m3/s. 

Dashed line of PCS is obtained by extrapolation of manufacturer’s data (7). 

 

However, when Qr exceeds 15 m3/s, flooding of the lower end of AS starts and actual 

electrical output power is lower as shown in Figure 12. Despite our requests to several 

manufacturers we were not able to get details on the AS behavior in such conditions. The 

only reachable result of experimental measurements on a relatively large AS in flooding 

conditions is reported by Lyons [11] It is shown that output power decreases almost 

linearly and falls to zero, when effective head is half of the nominal head. This 

dependence is transferred to our circumstances and is taken into account in the output 

power ratio k (see Figure 13), represented by 
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   (6) 

 

There are two limitations of AS operation defined by the manufacturer, which are also 

taken into account in our simulations: 

 

1. Minimal flow for AS operation is 1.5 m3/s. 

2. AS must be stopped when the upper water level exceeds the design point for 

24 cm. 

 

Second condition is met at 70 m3/s river flow (Figure 10). 

 

 
Figure 12. Output electrical power of one line 
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Figure 13. Output power ratio 

 

4 SHP Simulation Model 

 

The main guideline at designing the simulation model architecture was to obtain 

maximum output power of SHP from the available flow, taking into account all known 

circumstances and limitations. It is thus reasonable to design the control algorithm of 

SHP on the basis of the simulation model scheme, presented in Figure 14. Input data of 

the simulation model are average daily river flows Qr. In the first branch, conditions for 

the SHP operation are tested. Ecological minimum for the weir is 2 m3/s and additional 

1.5 m3/s is needed to start the first SHP line. If Qr is below 3.5 m3/s or exceeds 70 m3/s, 

the output electrical power Pel for the current date is zero. 

 

In the second branch, the date is tested. From February to June SHP flow limitation is 

due for river flows below 20 m3/s, thus according to the QLIM value, further branches are 

provided. First line can start operating when QLIM exceeds 1.5 m3/s, which is when Qr 

exceeds 8.5 m3/s. Up to QLIM of 2.5 m3/s the working flow QCS equals QLIM and output 

power of one line PCS is calculated by 
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Since only one line is in operation, PCS becomes Pel. If QLIM of the current date is above 

2.5 m3/s, SHP will still operate with only one line up to 3.45 m3/s, because Pel is higher 

than it would be if QLIM above 3 m3/s is divided into two lines. However, QCS in this case 

is equal to the flow QAS that can enter the AS considering hup (5). 

 

For QLIM above 3.45 m3/s both lines get equal share of water flow. When determining Pel 

we need to apply k, since Qr can be higher than 15 m3/s. When Qr exceeds 20 m3/s, both 

lines are filled with QAS, because limitation does not apply. 
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For the period from July to February no flow limitation is due and regarding Qr the 

program is branched into four paths. Sequences of calculations are very similar to those 

already described and can be followed in Figure 14. 

 

When values of Pel are obtained for all dates, daily, annual, and the entire era EE values 

are calculated. For a defined year, EE is obtained by 
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       (8) 

 

and average annual energy for 35 years era by  
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       (9) 

 

5 Results 

 

In the observed era of 35 years the total amount of EE that could be produced, considering 

all the known circumstances, is 10.202 GWh and WAV,y is 291.492 MWh. If the flow 

limitation for five months a year is not applied, thus all Qr are proccesed through the right 

side of the 
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Figure 14. Scheme of the SHP simulation model 

 

simulation model scheme (Figure 14), the total EE is 10.809 GWh and WAV,y is 

308.84 MWh, which is an increase of 6 %. How hydrological conditions and the required 

limitations influence EE production is shown in the following, more detailed simulation 

results. 

 

In the time of the year the flow limitation is used, SHP is put into operation at higher Qr 

and up to 20 m3/s operates at lower Pel. This difference is observed in Figure 15, where 

Pel for March and Pel for September versus Qr are shown. P1L (PCS·k), the output power 

for the line put into operation first, added for both months, is also provided. Where deeps 

are observed, the second lines are put ino operation and after the point of switchover, PCS 

of the first and of the second line are equal, processing equal QCS. Since the point of 

switchover is optimized, after the transition Pel monotonously rises. In Figure 16 graphs 

of Pel, Qr, critical flood flow Qcrit and SHP utilized flow QSHP are shown for three years. 

Year 2009 is selected among all 35 years as a year, which has Wyear close to the average 

value of all 35 years (Table 1). Year 2011 has the highest value of Wyear, although it was 

the droughtiest year, as can be seen from the average and median values of Qr. In contrast 

2014 was the most water rich year with the highest 
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Figure 15. Total SHP output power and power for the lines put into operation first 

 

Table 4. EE production in characteristic years 

 Qr [m3/s] Wyear 

Median Average [MWh] 

2009 (aver.) 18.43 44.40 291.84 

2011 (dry) 17.97 28.78 354.74 

2014 (wet) 49.63 84.94 239.61 

35 years 29.25 54.24 291.49 

No QLIM 29.25 54.24 308.84 

Pn·1 year (47.6 kW·7860 h) 416.98 

 

values of average and median Qr, but it yields the smallest Wyear. The reason is explained 

by the diagrams. Due to frequent and abundant rainfalls in 2014, high flows were present 

through the entire year, causing high water levels and thus reducing available height by 

flooding the lower end of AS. In addition Qr exceeded Qcrit many times, causing the SHP 

to stop operating, occasionaly even abnormally long. On the other hand in 2011 only few 

shorter intervals of Qr exceeding Qcrit appeared and the summer season was ideal, having 

SHP runing close to the nominal power all the time. In Figure 17 graphs of Wyear, average, 

and median values of Qr are shown for 35 years. Reverse dependence between EE and 

especially average Qr is distinguishable. Figure 18 shows how long the SHP operates 

within the indicated power intervals at 5 kW resolution. 23 % of time in 35 years, the 

SHP is out of operation and 48 % of time it operates around nominal power. Because of 

the manufacturer’s 1st limitation, SHP under 9.2 kW doesn’t operate at all. Up to 20 kW 

it is in operation for less than 1 % alltogether. If we multiply SHP nominal power with 

hours in one year we get EE of 416.98 MWh ( 

Table 4).  
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Figure 16. SHP output electrical power, river-, SHP-, and critical flow for three years 

 

 
Figure 17. Average and median values of river flow and annual EE for 35 years 
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Figure 18. Relative time of SHP operation versus power intervals 

 

6 Conclusion 

 

SHP is a source of clean, alternative energy and can thus also be a source of income for 

maintenance of cultural heritage buildings, tourism and some jobs development. If this 

can really happen in reality, or when can it start happening depends on whether the 

investment is economically feasible and what the payback period is, respectively. 

Accurate estimation of possible EE production is the best starting point for potential 

income and further profitability evaluation. 

 

When utilizing the energy potential of ultra-low heads, the variable river flow has 

essential influence on the output power of SHP. To some extent due to variation of SHP 

flow, but to a greater extent, because of lower water level rising and consequential 

flooding of AS lower end. In water rich years total shutdowns and several days’ of SHP 

standstills are expected due to flooding. There are 20 of such shutdowns in the most water 

rich year and only 6 in the droughtiest year. Consequently 48 % of EE is produced in the 

droughtiest year than in the most water rich year. In the year with average water levels, 

12 shutdowns appear and SHP can produce 18 % less EE in comparison to the droughtiest 

year. 
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Abstract The share of GHG emission from agriculture sector in Slovenia 

is about 10% of the total inventory GHG emissions. The utilization of 

agricultural wastes for energy production presents one of the measures to 

decrease GHG emissions. Hence, the substantial development of 

technology for biogas production from biodegradable wastes, including 

agricultural wastes, and consequently for heat and electricity production or 

as bio-methane, increases the possibility to extend the installation of micro 

biogas plants in agriculture sector. Breeding farms with more than 50 

livestock animal units (LSU) present a group with the greatest potential for 

the construction of micro biogas plants. The number of breeding farms in 

Slovenia, according to data from 2013, with more than 100 LSU is 165 

farms, and 2142 breeding farms with 50-100 LSU. For the purposes of 

monitoring the functioning of micro biogas plants, we have developed and 

built a biogas plant on a dairy farm, which has started the testing operation 

in April 2015. The biogas plant has a modular structure. The paper will 

present the possible additional potential of micro biogas plants in Slovenia 

and will analysis the results of the first year of the pilot micro biogas plant. 
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1 Introduction 

 

Agriculture sector contributes a significant share of greenhouse gas emissions and 

concurrently represents a carbon dioxide (CO2) sink; it thus has twofold opposing impacts 

on climate change. Agriculture is the largest contributor to anthropogenic emissions of 

greenhouse gases [1]. Agriculture covers approximately 35% of the land area and 

accounts for nearly 13.5% of the total global anthropogenic GHG emissions, contributing 

about 25%, 50%, and 70% of CO2, CH4, and N2O, respectively [2, and will be faced in 

the future with significant requirements as regards reducing greenhouse gas emissions. 

Share of GHG emissions from the agriculture sector in Slovenia is about 10% of the total 

inventory of greenhouse gas (GHG) emissions (Fig. 1) in Slovenia (without emissions 

caused by energy consumption in agriculture) [38-40].  

 

Share of natural gas in the global energy supply is currently at  more than 21% of all total 

primary energy supply. Share of natural gas in the energy supply balance of Slovenia was 

10.3% in 2015. Petroleum products have the highest share in primary energy 

consumption,  followed by nuclear power and coal [3]. Share of fossil fuels in the energy 

balance of Slovenia exceeds 60% of total primary energy consumption, while the share 

of renewable energy sources (including waste) is about 17% and the share of nuclear 

energy is around 23%. The structure of primary energy consumption in Slovenia is shown 

in Figure 1. 

  

 
Figure 1: Structure of primary energy consumption in Slovenia for year 2015 

 

All natural gas covering Slovenian needs is imported from abroad. One of the possible 

solutions for reducing dependence on imported natural gas is the use of biogas, which is 

becoming recently increasingly important in the exploitation of alternative energy 

sources in the EU and in our country. The great advantage of biogas or biomethane 

compared to some other renewable energy sources is the possibility of their storage and 

use according to the energy demand (at any place and at any time). 
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2 Biogas Production and Potential 

 

Biogas production is mainly used for electricity generation and is separated (by the 

statistical data) to three different types of biogas: 

 

- sewage gas, 

- landfill gas and 

- other gas (biogas from agricultural and other biomass wastes…). 

 

The electricity production from biogas has considerably increased after 2008 with a fast 

increase in the installation of biogas plants in agriculture using corn silage as substrate, 

which caused a revolution in agriculture. The system support for electricity production in 

biogas plants provides two types of supplements for electricity from biogas: biogas from 

biomass and biogas from biodegradable waste, as well as the sewage and landfill gas. 

Support for biogas plants was changed in 2011 for the use of grains or silage of the first 

crop of corn and other true cereals.  

 

Information on the electricity production from biogas in Slovenia, according to the 

Agency of the Republic of Slovenia for energy, and other information available to us, 

shows that there were twenty-six biogas plants (data for 2015) with a total rated power 

output of 28.2 MWe [4]. The share of electricity production from biogas was about 3% 

(132,3 GWh) of electricity production from renewable energy sources (RES) in 2015 [5] 

as is shown in Figure 2. 

 

 
Figure 2: Structure of electricity production from renewable energy sources in 2015. 

 

Biogas plants are interesting for livestock farms, as the farms produce a large amount of 

slurry and manure, which may represent an environmental problem, and should be 

temporarily stored up to 6 months according to the Regulation. The estimated potential 

of biogas production in livestock farms in Slovenia is dependenton the number of 

livestock in individual location [3]. The potential in Slovenia, with regard to the size of 

farms is as following: 
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- Farms with more than 100 LSU with potential of 8.97 M Sm3/year of methane, 

represent the group with the greatest potential for the building of new biogas 

plants.  

- Ffarms with 50 to 100 LSU have a theoretical potential of o 10.94 M Sm3/year.  

- Farms with number of cattle in the size classes from 5 to 20 LSU and between 

20 to 50 LSU have a theoretical potential of 64 M Sm3/year.  

 

These theoretical values for potential of bio-methane, are lower due to the technical and 

economic potential of biogas. The technical potential is approximately 80% of the 

theoretical potential, but the economic potential is estimated at 40 to 50% of the 

theoretical potential biomethane. At a substantial number of farms, there is also a 

possibility of use of additional feedstock from agricultural biomass residues from food 

processing and similar wastes. There is also the possibility of using various organic 

wastes from households, public facilities, communal activities (maintenance of grass 

lawns, playgrounds, sports facilities, etc.), food industry, etc. 

 

2.1 Micro biogas plants  

 

The modular type of micro biogas plants is the most suitable type for the size of 

aforementioned livestock farms. The focus will hence be on the modular micro biogas 

plants with power/size between 20 in 50 kWe.  

 

Increasing of the  effiency of processes will have an important role on the development 

of biogas plants in the future.  

 

One possibility would include the use of new technologies allowing for higher production 

of biogas by improving the processes of feedstock preparation. Alternatively, there could 

be an increased production of biogas from substrates, which until now have not been used 

- eg. lignocellulosic materials, which will have a greater role in the future. 

  

There is also a very promising technology, which will become increasingly more 

widespread, which is the technology of cleaning and upgrading biogas to biomethane 

phase. The gas that is cleaned and upgraded to biomethane phase, can then be injected 

into the natural gas grid or stored and could be used at any time and location for vehicles 

and other energy purposes. 

 

The current method of construction of biogas plants with small power requires more time 

and higher investments, due to needs for providing construction and other technical works 

major volumes, as each facility needs a lot of project documentation, which is prepared 

individually. Development and introduction of standardized modular design of micro 

biogas plants, can simplify and accelerate the process of installation in an inexpensive 

way and consequently motivate the farms to opt for this type of technology in the future. 

 

Micro biogas plants could also be used for processing organic waste of food industry, 

organic waste from households, communal activities, etc. 
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Annual theoretical electricity production of micro biogas plants in Slovenia is estimated 

at a range from 80,000 kWh to 400,000 kWh (depending on the type and quantity of 

available substrate). Electrical and thermal energy can be fully consumed on the farm in 

its operational processes. 

 

Surplus electricity can be put in the public network. For the heat there is possibility to 

include it in the system of district heating or in the system heating of different 

consumers/objects.  

 

The main weakness of micro biogas plants is the fact that they represent a high 

investment, ranging from 8,000 to 12,000 EUR/kWe, which has an impact on their 

implementation/installation on a larger scale within the EU and in Slovenia. 

 

 
(source: Agricultural Institute of Slovenia, Department of Agricultural Engineering and 

Energy) 

1. digester, 2. container unit with cleaning of biogas, CHP and heat storage, 3. 

pretreatment of solid substrate, 4. biogas storage, 5. pretreatment of liquid substrate - 

hydrolysis tank  

Figure 3: Micro biogas plant modular type1. 

 

A pilot of modular micro biogas plant has been installed on the location of the 

Agricultural Institute of Slovenia- Infrastructure Center Jablje (joint project of company 

Omega Air, Ljubljana and the Agricultural Institute of Slovenia) [6].  

 

The pilot unit (Figure 3) operates intensively since 2015, currently having a horizontal 

reactor with a horizontal stirring of the substrate, a container for mixing the manure with 

the return flow of the liquid phase from the intended separation digestate, a separator for 

digestate (separation of the solid and the liquid phase), and so on. 
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Feedstock to biogas plant is cattle manure from 100 LSU with average of 83g/kg dry 

matter and solid agricultural biomass (residue of processing of cereal seed). Solid 

agricultural biomass (50 kg / day) is added in the hydrolysis tank, where it is mixed with 

cattle slurry.  

 

Biogas production amounts to an average of 9000 Sm3 / year. All biogas is used for heat 

and electricity production in CHP unit with  7 kWe power and 15kWth thermal power. 

Electricity is mainly used for own consumption of livestock facilities (milk production), 

and the excess electricity could be put to the public network. Operation of t biogas plant 

is fully automated, so the user does not have any special additional work. The biogas 

plant is also used for various research and development activities, related to establishing 

the possibility of using different substrates, monitoring the production of electricity and 

thermal energy, reducing greenhouse gas emissions, the impact of substrate on 

germination of seeds of various weeds and invasive alien species of plants, etc. 

 

3 Application of Biogas 

 

The feasibility of installing biogas plants is actual for farms with more than 50 LSU, but 

the economic viability of biogas plants in smaller farms (up to 50 LSU) is questionable. 

  

For these smaller farms it would be essential to form a new solution in the direction of 

installation of “joint biogas plants”, which would receive substrate (manure/slurry and 

other waste) from a number of farms, as well as industrial and household 

biodegradable/green waste.  

 

Smaller farms (from 5 to 20 LSU) should transport the substrate to the joint biogas plants 

and the transportation could be done by tractors with tanks for transporting manure or, in 

some suitable locations, with short pipelines for slurry or liquid substrate. In the future, 

we could include also farms with the number of livestock from 20 to 50 LSU. The 

produced biogas (which can be partly cleaned from impurities) has to be transported via 

low pressure pipelines to a joint cleaning plant or cogeneration units, which would be 

located close to major settlements, in order to facilitate supplying the of district heating 

facilities with heat (Figure 4).  

 

Special vehicles could be used in the above mentioned case for  transportation of biogas, 

its partial purification, and delivery to location of the central cleaning unit to upgrade 

biogas to biomethane phase.  
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1. farm, 2. digester, 3. raw biogas cleaning, 4. CHP, 5. greenhouse 6. household object 

on farm, 7. pipeline for roughly cleaned biogas, 8. electricity, 9. heat, 10. transformer 

station, 11,16,17. electricity/heat users, 12. unit for cleaning and upgrading biogas to 

biomethane, 13. biomethane station, 14. biomethane, 15. CHP using biogas 

Figure 4: The connectivity options of agricultural biogas plants with end users of 

biogas. 

In the case when the production of biogas is less than 70 Nm3/h, the costs of cleaning 

would start rising and due to the currently commercially available technologies, this 

would not be economically viable [7]. Therefore, the use of joint unit for cleaning and 

upgrading biogas is envisaged in the future . 

Smaller farms will install only micro (or little) biogas plants, equipped with reactors 

(digesters) and units for the storage of gas (gas tank). The storage unit will have to have 

sufficient capacity for storage of biogas (at least for a few days). Partial biogas cleaning 

would be carried out during transport, inside the very vehicles for taking and transport of 

biogas and the final cleaning of biogas and its upgrading to biomethane phase would be 

done in the central unit for cleaning (Figure 5). The cleaned and upgraded biogas could 

be injected into the natural gas pipelines network or into the tank for storage of gas.  

a special modular form of tank (reservoir) - containers intended for road, rail or water 

transport of gas in compressed or liquid form (compressed gas is compressed under a 

pressure of 220-250 bar, while liquefied is necessary to carry cooled in insulated 

containers) is being used. The advantage of this technology is that thecontainer delivering 

the gas to the place of use,  is rapidly and easily connected with a station for reducing the 

gas pressure and the gas is supplied to a local network or to vehicles [8]. 
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                           (a)                     (b) 

(a) Unit for cleaning and upgrading biogas 

(b) Unit for compressing the biomethane 

Figure 5: Cleaning and and upgrading biogas2. 

 

after purification and upgrading biogas to a biomethane phase, it would become suitable 

for injection into the public gas piplines network, where it would be mixed with natural 

gas. The advantage of injecting biomethane into the natural gas network would be very 

useful for biogas plants, which are located  far from larger settlements or cities. Gas 

network in Slovenia is well developed, so the connection of biogas plants that produce 

bio-methane to gas networks will be feasible when there will be a legal and technical 

legislation making allowances for the injection of biomethane into the gas grid and for 

the feed-in tariffs for biomethane production.  

 

3.1 The use of biomethane as a fuel for agricultural machinery 

 

Some manufacturers of tractors, trucks and heavy machinery in the EU and the world 

have recently begun to develop upgrades for diesel engines, which allow the use of 

biomethane. 

 

Natural gas and biomethane can be used as fuel for specific tractor engines (modified 

models, which are developed for experimental purposes in some of tractor's factories) .   

 

There are two types of engines with internal combustion using biomethane, either using 

one or two types of fuel. 

 

The engines that use only one type of fuel are gas engines. 

 

there is another type of engines, which are increasingly advocated by vehicle 

manufacturers, that allow for a simultaneous use of two types of fuels (England. Dual 

Fuel Engines), biomethane and diesel (mineral diesel, biodiesel B 100, vegetable oil PPO, 

a mixture of diesel fuel by different proportions). 
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Diesel fuel is a source of ignition for biomethane in engines that use two types of fuel.  

 

Biomethane can not be ignited, such as diesel fuel, which is ignited in the stage of 

compression to the hot air in the engine, so the function of the ignition is carried out with 

diesel fuel, which has a low ignition point in comparison with biomethane. The 

engineusing two types of fuels has a higher efficiency in comparison with a gas engine 

which uses only bio-methane. 

 

4 Conclusion 

 

Utilization of renewable energy sources is one of the main measures to increase energy 

security, decrease energy dependency and reduce green house gas emissions. As the 

substantial share of GHG comes from agriculture sector, the increased utilization of 

biogas in agriculture would contribute to the reduction of GHG emissions, energy 

consumption (fossil fuels) and the consequent reduction of energy costs. 

 

There is unused potential for biogas production in smaller and medium livestock farms. 

in Slovenia farms with more than 100 LSU represent a group with the greatest potential 

for building new biogas plants and have shown to have a great potential for using micro 

biogas plants in the modular design. 

 

Farms can, by using their own source of energy, significantly contribute to the economy 

of agricultural production and greater competitiveness of the agricultural products 

market. 

 

Development of new biogas plants in modular design enable increasing the utilization of 

biogas potential, if it is supported with suitable financial, legal and informative support. 
 

 

Notes 

 

1 Source: Agricultural Institute of Slovenia, Department of Agricultural Engineering and Energy 

2 Source: Biogas plant Graskraft Anlage, Austria 
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Abstract Unlike other traditional energy resources, wind power outputs 

depend on natural wind resources that vary over space and time. Accurate 

wind power forecasting can reduce the burden of balancing energy 

equilibrium in electrical power systems. In this paper, we propose the short-

term probabilistic forecasting of wind energy resources using the enhanced 

ensemble method. The enhanced ensemble forecasting methods are 

grouped into two main categories: temporal ensemble and spatial ensemble 

forecasting. The temporal ensemble forecasting is implemented by 

autoregressive integrated moving average with explanatory variable model 

and polynomial regression with time-series data. The spatial ensemble 

forecasting is implemented by geostatistical model and interpolation with 

geographical property data. In addition, the stochastic approach is applied 

to reduce the uncertainty in wind power forecasting and use of Numerical 

Weather Prediction models for accurate wind power forecasting is 

considered. 
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1 Introduction 

 

Installed capacity of wind energy is rapidly increasing around the world. The Global 

Wind Energy Council (GWEC) predicts that wind power capacity will reach 320 GW of 

electricity by 2020 [1]. The wind energy penetration is also under consideration all over 

the world. The National Renewable Energy Laboratory (NREL) examines a large-scale 

integration of wind power which considers up to 30% wind energy penetration for the 

western and eastern interconnections. The New England Independent System Operator 

(NE ISO) also examines up to 24% wind energy integration [2]. The European Wind 

Energy Association (EWEA) announces that the wind energy capacity penetrated in the 

EU would provide in an average 315 TWh of electricity. It shares 11.4% of the total 

electricity consumption [3].  

 

Since wind energy is a variable generation resource, unlike conventional generation 

resources, its constant output is not always possible without auxiliary equipment. As the 

wind energy integration increases, forecasting technique for wind energy is also 

becoming important. In this paper, we propose the short-term probabilistic forecasting of 

wind energy resources using the enhanced ensemble method. Here, the enhanced 

ensemble indicates a method that combines the temporal ensemble including an Auto-

Regressive Integrated Moving Average with Exogenous variable (ARIMAX) model, 

polynomial regression, and an Analog Ensemble (AnEn) method, spatial ensembles 

including spatial interpolation and wind profile power law. To verify the proposed 

method, we apply the method to a wind farm in Jeju island, Korea. We use three-week 

historical time series data for temporal ensemble and local Numerical Weather Prediction 

(NWP) models and its coordinate data for spatial ensemble to forecast the day-ahead wind 

turbine output.  

 

2 Enhanced Ensemble Method 

 

In this section, we describe the proposed method involving two different approaches. The 

one is spatial ensemble to forecast the day-ahead wind speed at the specific wind farm 

using the 10 local NWP models and coordinates data. The other is temporal ensemble to 

forecast the day-ahead probabilistic wind turbine output using the three statistical 

ensemble members such as ARIMAX model, polynomial model, and Analog ensemble. 

The algorithm of proposed method is shown as Figure 1.  
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Figure 1. Proposed algorithm 

 

2.1 Spatial Ensemble 

 

In proposed method, spatial ensemble is applied to forecast the wind speed of turbine 

height at the point of interest using the wind speeds of adjacent points. For this method, 

we propose the spatial interpolation method called Kriging, and wind profile power law 

based on the terrain characteristic of installed wind turbine. 

 

2.1.1 Spatial interpolation: Kriging 

 

The Kriging method is one of the spatial modelling technique. The spatial modelling is 

useful technique for estimating the values of a specific point through the values of 

spatially different points. The spatial modelling method is used in various fields [4-7]. 

The Kriging method forecasts the value through the regression relationship between 

adjacent spatial ensemble members and point of interest. The general equation of 

Ordinary Kriging is described in the Equation (1), where n  is a number of adjacent spatial 

ensemble members,   is the value of adjacent members,   is weight for the each 

adjacent members with regard to spatial covariance, and 
*  is the value of interest point 

[8-9]. 

 

 











*

1
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n

i ii

n
i i

s t
         (1) 

 

The weights can be determined according to the distance correlation based on the 

coordinate data and the value of each spatially different members. The sum of weights 

for Ordinary Kriging is ideally one in order not to be biased.  
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2.1.2 Wind profile power law 

 

In this paper, we use wind profile power law to estimate the wind speed of turbine height. 

Wind speed varies depending on altitude, and terrain characteristic. This relationship 

between the altitude and wind speed is shown as Equation (2) where, u  is the wind speed 

at specific height h  and 
0u  is the wind speed at reference height 

oh . The variable x  is 

wind speed shear exponent which is rely on the terrain characteristic, and stability [10]. 

 

0

x

o

h
u u

h

 
  

 
      (2) 

 

We determined the wind speed shear exponent depending on the terrain characteristic in 

this paper. The cited values of wind speed shear exponent are described in Table 1 [11].  

 

Table 1. Wind speed shear exponent depending on terrain characteristics [11] 

Wind speed 

shear 
Terrain characteristic 

0.95 Coastal waters of inland sea 

0.121 Flat shore of ocean small islands 

0.130-0.135 Open grasslands without trees 

0.143 Open slightly rolling farm land 

0.128-0.170 
Open level agricultural land with 

isolated trees 

0.200 Open fields divided by los stone walls 

0.220 Rough coast 

0.230 
Gently rolling country with bushes and 

small trees 

0.250-0.303 
Level country uniformly covered with 

scrub oak and pine 

0.357 Wooded and treed farm land 

 

2.2 Temporal ensemble 

 

In proposed method, temporal ensemble is used to forecast probabilistic day-ahead wind 

turbine output using the three statistical models. To derive the deterministic wind turbine 

output, two statistical models including ARIMAX and polynomial regression and 

estimated wind speeds determined through the spatial ensemble method are used in our 

proposed method. Then, we use derive a stochastic wind power outputs using the analog 

ensemble method.  
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2.2.1 ARIMAX model 

 

The ARIMAX model is composed a combination of the Auto-regressive Integrated 

Moving Average (ARIMA) and linear regression model [12-13]. The ARIMA term 

represents the past wind power as an integrated model for auto-regressive and white 

noise, and the X term is modelled for the past wind speed as a linear regression model. 

The ARIMA with one exogenous variable is described in Equation (3), 

 

1 1

p q

t i t i j t j ti j
Z Z ws     
          (3) 

 

where tZ  is stationary time series data for the past wind power outputs, the first term on 

the right represents Auto-Regressive (AR), p  is order of AR and   indicates coefficient 

of AR term. The second term on the right represents Moving Average (MA), q  is order 

of MA and means the number of time lag. The coefficient   is associated with MA terms, 

and   represents white noise. The third term on the right indicates the exogenous 

variable term, variable tws  indicates wind speed data at time t  and   represents 

coefficient of X term. In proposed method, the ARIMAX modelling process is shown as 

Figure 2. 

 

 
Figure 2. ARIMAX modelling algorithm 

 

In the data pre-processing step, when the time series data is not stationary, the differences 

method and the Box-Cox transformation method are applied. The order of the ARIMAX 

model is considered by choosing the order of the model with the smallest Bayesian 

Information Criterion (BIC) which is one of the model selection statistics [14]. The model 

parameters are estimated using the least squares method or maximum likelihood method. 

Finally, in order to derive the forecasting value, the forecasted wind speed data for same 

period as the forecast period is required. In this paper, the forecasted values obtained 

through the spatial ensemble is applied. 
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2.2.2 Polynomial regression 

 

Using polynomial regression, the relationship between wind speed and turbine output can 

be modelled as curve-linear [15]. The kth order polynomial regression is expressed as 

Equation (4), where   is coefficient of polynomial regression, 
0  is intercept, ws  

means wind speed, and y  represents turbine output [16]. The order of the polynomial 

regression is determined by the order that best reflects the characteristics of the input 

data. 

 

01

k i

ii
y ws 


        (4) 

 

2.2.3 Analog ensemble 

 

The analog ensemble is a method that converts the current deterministic value to the 

probabilistic one by selecting the measured samples of the past situation which is most 

similar to the current situation [17]. It is expressed as a Figure 3. First, the analog 

ensemble finds past forecasts that are similar to the current forecast. After that, the current 

forecast is converted into a stochastic value based on measured values at the same time 

as the past forecasts found. Here, we determine similar historic forecasts called analogs 

according to the metric distance equation (5), where n  is number of predictors, ,i tF  

represents current forecast of predictor i at time t, ,i tA  represents past forecast of 

predictor i , 
i  is standard deviation of predictor i  over whole available time series, and 

iw  indicates the weight of predictor i  [18]. The analogs with the small distance metric 

scores are chosen. 
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       (5) 

 

The analog ensemble method provides probabilistic forecasts and it can also derive 

deterministic forecasts through the ensemble mean. The ensemble spread represents the 

uncertainty of the forecasts at each time point. 

 

 
Figure 3. Analog Ensemble 
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3 Case Study: JEJU ISLAND, Korea 

 

We forecast the day-ahead turbine outputs of wind farm A in Jeju island, Korea. The 

name of the wind farm is not revealed due to the security of the technical data. We use 

the following kinds of data for forecasting model using our proposed method. 

 

∙ The forecasted wind speed data from each of the eight local NWP members 

∙ Coordinate data in which eight local NWP members and wind farm A  

∙ Three-weeks historical turbine output and wind speed data measured at wind 

farm A 

∙ Turbine height and terrain characteristic installed in wind farm A 

∙ One day turbine output data for model evaluation 

 

We build a temporal ensemble based on three week’s past data of wind farm A from 

February 3rd to February 23th, and forecast the wind speed of wind farm A of February 

24 using a spatial ensemble through adjacent eight local NWP models. Here, the spatial 

ensemble provides the forecasted wind speed needed to derive the day-ahead forecasts of 

wind farm A. The overall simulation outline is as follows. 

 

∙ Training period: 2016.02.03 - 2016.02.23 

∙ Evaluation period: 2016.02.24 

 

3.1 Simulation: Spatial ensemble 

 

The eight adjacent local NWP models used for the spatial ensemble and the wind farm 

A, the forecasting point, are shown in the Figure 4 using the Google Maps. 

 

 
Figure 4. Location for local NWP models and wind farm A 

 

The coordinates of the local NWP models and wind farm A used in this simulation are 

described in the Table 2. 
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Table 2. Coordinates of local NWP models and wind farm A 

Name 
Latitude 

(degree) 

Longitude 

(degree) 

Altitude 

(meter) 

Local NWP#1 33.2938 126.1628 72 

Local NWP#2 33.5616 126.7794 34 

Local NWP#3 33.5198 126.6877 18 

Local NWP#4 33.5228 126.9541 6 

Local NWP#5 33.3535 126.8167 77 

Local NWP#6 33.3852 126.6194 760 

Local NWP#7 33.3926 126.2582 40 

Local NWP#8 33.4824 126.7090 252 

Wind farm A 33.5281 126.7175 62 

 

We use the forecasted wind speed of 8 local NWP members and the Kriging method to 

forecast the wind speeds for wind farm A on February 24th. The weight of the Kriging 

method for each local NWP model is shown in the Table 3. 

 

Table 3. The weights for local NWP models 

NWP 

members 
Weight 

NWP 

members 
Weight 

#1 0.1587 #5 0.1754 

#2 0.1410 #6 0.0728 

#3 0.2069 #7 0.1087 

#4 0.1328 #8 0.0225 

 

We also calibrate the forecasted wind speed to the value of the turbine height based on 

the equation (2). The height of the turbine installed in the wind farm A is 80m, and the 

suitable value of wind shear exponent is 0.143 considering the terrain characteristic. 

Based on the Kriging method and the wind profile power law, the forecasted wind speeds 

of the wind farm A and the eight spatial ensemble members on February 24th are shown 

in the following Figure 5. 

 

 
Figure 5. Forecasted wind speeds 
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The mean absolute percentage error (MAPE) is about 6.66% in comparison with the wind 

speed measured in the wind farm A. The comparison between the forecasts and the 

measured values at each forecasting point are shown in the Figure 6. 

 

 
Figure 6. Comparison with measured values 

 

3.2 Simulation: Temporal Ensemble 

 

The temporal ensemble combines the statistical models constructed based on the three 

weeks of historical data to derive the day-ahead wind power forecasting. The three-week 

historical data used in the modelling are shown in the Figure 7.  

 

 
Figure 7. Historical data for modelling 

 

We construct the ARIMAX model and the polynomial regression model using the past 

output and wind speed data for 3 weeks. The established ARIMAX model is as follow 

Equation (6). We apply the first-difference and the Box-Cox transformation method to 

transform the stationary data. 

 

1 20.0848 0.3885 1.964t t t t tZ ws           (6) 

 

The established 5th-order polynomial regression model is as follows Equation (7), and the 

coefficient of determination between the model and historical data is about 0.996. 
5 4 3

2

0.027 1.148 15.808

      67.15 123.15 86.528

y ws ws ws

ws ws

  

  
    (7) 
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The wind speed of above two predictors uses the value obtained through the spatial 

ensemble to derive the forecasts. We apply an analog ensemble method using two 

statistical predictors including ARIMAX and 5th-order polynomial regression model. The 

weights for each predictor are as follows: The ARIMAX model is 0.6 and polynomial 

regression is 0.4. Based on equation (5), we calculate the number of optimal analog 

members and determine 19 analog members finally.  

 

We compare the forecasts of February 24th, derived from two predictors and ensemble 

mean-19 analogs, with measured turbine power from wind farm A. The comparison result 

is shown in the Figure 8, and the mean absolute percentage error (MAPE) for each model 

are shown in the Table 4.  

 

 
Figure 8. Comparison for each model 

 

Table 3. Model Evaluation 

Model ARIMAX 
Polynomial 

regression 

Ensemble-19 

analogs 

MAPE 

(%) 
10.65 16.32 8.50 

 

The ensemble with 19 analogs model can derive probabilistic forecasts based on the 

statistical analog values. Each forecasts represents in form of a box plot, and the spread 

of the box is proportional to the degree of the uncertainity. The probabilistic forecasts 

based on the analog ensemble method is shown in Figure 9. It can be seen that most of 

the measured values are contained within the probabilistic forecasting range. 
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Figure 9. Probabilistic forecasts 

 

4 Conclusion 

 

Wind energy with variable output characteristics depending on climate requires 

forecasting techniques for stable grid integration or operation. In this paper, we proposed 

the short-term probabilistic forecasting of wind energy resources using the enhanced 

ensemble method. The proposed method shows higher accuracy than the single 

forecasting model and indicates the uncertainty of forecasting at each time point through 

the probabilistic approach. It will play a role to make economic benefits to the power grid 

operation.  

In future, we will add more ensemble members for temporal ensemble model and apply 

various seasonal variables to practical wind farm sites. 
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Abstract In this work we evaluated the effect of two different syngas 

compositions and syngas addition on the laminar burning velocity (SL) of 

syngas-methane mixtures. The syngas obtained from biomass gasification 

has a composition of 20% H2, 20% CO and 60% N2 (syngas 1) and the 

syngas obtained from coal gasification has a composition of 40% H2, 40% 

CO and 20% CO2 (syngas 2). Measurements were carried out at 

atmospheric conditions of 297 K and 1007.5 mbar. Flames were generated 

using a contoured slot-type nozzle burner and the angle method was used 

to determine SL. To calculate the flame angle, CH* chemiluminescence 

was captured with and ICCD camera and the images were processed using 

Matlab. Experimental results were compared with numerical simulations 

using the Gri-Mech 3.0 detailed mechanism. A good agreement between 

numerical and experimental results was obtained. For all equivalence 

ratios, the addition of syngas 1 to methane strongly increases the laminar 

burning velocity compared with syngas 2. 
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1 Introduction 

 

Nowadays, there is a worldwide interest in developing alternative fuels, which is of great 

importance for countries and regions with reserves of biomass and coal. Synthetic gas 

(syngas, SG) obtained from the gasification of biomass and coal is considered to be one 

of the most promising alternative fuels in developed and developing countries [1][2][3]. 

 

However, depending on the type of reactor and the gasifying agent, syngas generally has 

lower heating values between 1.0 and ~2.6 kWh/m3 and Wobbe index values between 1.5 

and ~4 kWh/m3, which are very low compared to the values for pure CH4 (9.425 kWh/m3 

and 14.09 kWh/m3, respectively).  

 

A solution that has been proposed at a global level is mixing hydrocarbons with syngas 

to take advantage of the energy value produced by the hydrocarbons and the high 

reactivity provided by the H2 as syngas component [4], which also offers alternatives to 

increase the use of available fuels. The characterization of this fuel mixture is of great 

importance in practical terms in order to evaluate its possible behaviour in existing 

technologies, however, there is low information regarding to the combustion properties 

of this kind of fuels [5]. 

 

Through the years, it has been demonstrated that without an adequate knowledge of 

combustion properties negative effects, like low efficiencies, high pollutant emissions 

and unstable operation conditions may prevail.  

 

Laminar burning velocity (SL) is one of the most important fuels and fuel mixtures 

property since it is essential for characterizing several combustion processes. Information 

on SL is fundamental for the analysis of the combustion phenomena such as the structure 

and stability of premixed flames, flashback, blow-off and extinction; turbulent premixed 

combustion; and the validation of reaction mechanisms in the presence of diffusive 

transport at high temperatures [6][7][8]. 

 

Due to the importance of SL, different methods have been used to its determination. One 

of the most important, because of its simplicity and accurately, is the angle method that 

consists in calculate the angle of a Bunsen-type flame. However, to obtain a correct value 

of this angle it is necessary to determine appropriately the flame front by means of an 

optical technique.  

 

An optical diagnostic technique based in chemiluminescence was used. Such process 

consists in the spontaneous emission of electromagnetic radiation due to chemical 

reactions in a spectral range between Ultra Violet and visual [9]. In the case of 

hydrocarbons like methane the peak of this emission is produced by CH and OH radicals 

[10][11][12]. The chemiluminiscense emitted from these radicals can be used to register 

the flame front and determine the laminar burning velocity using the angle method. 
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Laminar burning velocities of syngas/methane flames were determined experimentally 

and numerically within a wide range of equivalence ratios (0.8-1.4) capturing 

spontaneous chemiluminiscense (CH*). 

 

In the present study, we evaluated the effect of two different syngas compositions and 

syngas addition on the laminar burning velocity of syngas-methane mixtures  

 

2 Methodology 

 

2.1 Experimental setup 

 

Figure 1 is a schematic diagram of the experimental configuration implemented in this 

study. The flames were generated in three contoured slot burners with different outlet 

geometries. The selection of the burner depends on the estimated burning velocity of the 

mixture, considering that the slot output speed is directly related to SL. The contoured 

slot-type nozzles (13.8mm x 5mm, 21mm x 6.7mm and 29.8mm x 9.4mm) helps to 

reduce the effect of flame stretch and curvature in the direction of the burner axis. A 

contoured slot-type nozzle also allows to have laminar Reynolds numbers for all the 

equivalence ratios to be studied, as well as nearly uniform exit velocity profiles. 

Additionally, a cooling water circuit inside the burner keeps the mixtures at a constant 

temperature.  

 

Several lean and rich methane and syngas flames were generated in the burner described 

above. Table 1 and 2 list the volumetric composition of these gases. The air was supplied 

by an air compressor and dried using two inline water traps. Each air-to-fuel ratio and 

exit velocity were ensured using rotameters that were specifically calibrated for each 

component gas, similar to those used in [6], [8]. The errors in the final composition were 

estimated to be lower than 2%. 

 

 
Figure 1. Schematic diagram of the experimental setup. 
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In the present study, we evaluated the effect of two different syngas compositions and 

syngas addition on the laminar burning velocity of syngas-methane mixtures 

(equivalence ratios between 0.8 and 1.4). The syngas obtained from coal gasification has 

a composition of 40% H2, 40% CO and 20% CO2 (syngas 1) and the syngas obtained 

from biomass gasification has a composition of 20% H2, 20% CO and 60% N2 (syngas 

2).  

 

The addition of syngas to the fuel mixture was of 50%, 70% and 90% in volume, the 

measurements were carried out at 297 K and 1007.5 mbar of atmospheric pressure.  The 

Experiments were conducted using an ICCD camera equipped with a colored filter 

centered at 430 nm, values of SL were determined with the angle method and were 

compared with simulations performed with CHEMKIN PRO package using the reaction 

mechanism GRI-Mech 3.0. 

 

Table 1. Volumetric composition of 

syngas 1/methane used in the study 

Mixture Fuel composition 

100-0 40% H2 + 40% CO + 20% CO2 

90-10 36% H2 + 36% CO + 18% CO2 + 10% 

CH4 

70-30 28% H2 + 28% CO + 14% CO2 + 30% 

CH4 

50-50 20% H2 + 20% CO + 10% CO2 + 50% 

CH4 

0-100 100% CH4 

 

Table 2. Volumetric composition of 

syngas 2/methane used in the study 

Mixture Fuel composition 

100-0 20% H2 + 20% CO + 60% N2 

90-10 18% H2 + 18% CO + 54% N2 + 10% 

CH4 

70-30 14% H2 + 14% CO + 42% N2 + 30% 

CH4 

50-50 10% H2 + 10% CO + 30% N2 + 50% 

CH4 

0-100 100% CH4 

 

To determine the laminar burning velocity the angle method was used. The measurement 

is based on the principle that the velocity at the nozzle exit of the unburnt gases is equal 

to the velocity at which the flame front propagates from the burnt to the unburnt zone at 

an angle θ as shown in Figure 2a. The laminar burning velocity is related to θ according 

to equation 1 
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SL = Usin(θ)        (1) 

 

Where U is the mean velocity of the unburnt gases at the exit of the burner. 

 

 
a) 

 
b) 

Figure 2. a. Burner stabilized flame 

technique (angle method). b. 

Instantaneous photography of flame 

front of methane at equivalence ratio 

ɸ=1.0. 

 
The mean velocity at the exit of the burner nozzle was calculated from the nozzle area 

and the flows of the fuel-air mixtures while the flame angle was measured from 

chemiluminiscense (CH*) photographs as follows. First, the digital photographs obtained 

by the ICCD camera are stored as a pixel array of 1024×1024. Then using a Matlab code 

a background image previously taken before experiments is subtracted and the flame is 

located where the maximum intensity is registered. The code detected the edges of the 

flame fronts, and thus the corresponding flame angles are calculated. 

 

For the measurement of chemiluminescence, an ICCD camera (PI-MAX; Princeton 

Instrument) was used. To capture the light emission of the CH radicals (CH*), the lens 

was equipped with an interference filter. The center wavelength of the filter was 430 nm. 

The full-width-half-maximum (FWHM) was 11.02 nm and the minimum transmissivity 

was 45%. In chemiluminescence measurements, the CH* images were taken 25 times at 

each condition and the signal-to-noise ratio was less than 10% of the maximum intensity. 

 

2.2 Numerical methodology 

 

Numerical calculations of SL were conducted using the one-dimensional premixed flame 

code PREMIX of the CHEMKIN PRO package. The present simulations considered the 

GRI-mech 3.0 mechanism [13]. For an accurate calculation of SL recommendations of 

Bongers and De Goey [14] were followed; transport properties were evaluated using the 

multicomponent diffusion model and thermal diffusion (Soret effect) was included in the 
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calculations due to its importance on the hydrogen oxidation. Additionally, it has been 

reported that the accuracy of the calculated S is highly sensitive to the number of grid 

points used in the calculations; using a low number of points can lead to errors from 5 to 

10% [15]. Therefore, according to Dlugogorski et al. [16], GRAD and CURV values were 

set lower than 0.01 to generate a grid of more than 1000 points, where SL values 

converged and the flame temperature approached the adiabatic flame temperature. This 

same methodology has been used successfully to study other fuel gases [6],[8]. 

 

3 Results 

 

2b shows an example of flame profile obtained in the experiment for methane without 

addition of syngas at equivalence ratio of 1.0. The reaction zone is clearly visualized by 

means of an ICCD camera equipped with a colored filter centered at 430 nm and the post-

processing technique is able to determine the angle of this profile to compute the flame 

velocity of this investigation. 

Napaka! Vira sklicevanja ni bilo mogoče najti.The experimental and numerical results 

for laminar burning velocities using syngas obtained from coal gasification are shown in 

Figure 3. Equivalence ratios from 0.8 to 1.4 are located in x direction, and in y direction 

the laminar burning velocity in cm/s. As syngas contains hydrogen and the laminar 

burning velocity of this is very high, SL is higher for mixtures with higher content of 

syngas. This increase can be explained by the addition of H2 to the mixture due H2 

promotes formation of OH radicals increasing the concentration of H producing an 

increment of the reactivity of the mixture and consequently of laminar burning velocity 

[17], [18] [19], [20]. At the same time the addition of syngas generates that the peak of 

SL moves to rich mixtures. 

 

According with measurements the percent of increase in SL peak from the mixture with 

0% syngas to 50% syngas mixture is about 22 % which is in concordance with previous 

studies [17], [21]. And for this study SL peak for the mixture with 90% syngas in content 

is 2.4 times SL peak of pure methane. 

 

Regarding with numerical results Figure 3 shows good agreement between numerical and 

experimental data at lean conditions, however, GRI-Mech 3.0 underestimates SL values 

for rich conditions especially near the maximum SL value. This behaviour has been 

already registered by Natarajan [22]. For peak SL, the maximum error between numerical 

and experimental results is 12%. 

 

Figure 4 shows the experimental and numerical results for laminar burning velocities 

using syngas obtained from biomass gasification.  

 

For the syngas obtained from biomass gasification the addition of hydrogen to methane 

increase the laminar burning velocity considerably. 
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The syngas 2 obtained from the biomass gasification has a minor content of hydrogen 

respect to the syngas 1 obtained from the coal gasification, therefore the percent of 

increase of the laminar burning velocity of syngas 2 for all equivalence ratios is less 

compared to syngas 1.  

 

In fact, the percent of the increase in SL peak from the mixture with 0% syngas 2 to 50% 

syngas 2 mixture is about 13 %, 9% less regarding syngas 1. SL peak for the mixture with 

90% syngas in content is 1.2 times SL peak of pure methane, much less compared with 

syngas obtained from coal gasification. 

 

Regarding with numerical results Figure 4 shows a very good agreement between 

numerical and experimental data at higher H2 contents and for all equivalence ratios. 

However, for 50% H2 addition, numerical data does not fit experimental data very well 

mainly on rich mixtures. For peak SL, the maximum error between numerical and 

experimental results is 9%. 

 

 
Figure 4. Experimental and numerical results for laminar burning velocities using 

syngas obtained from biomass gasification 

 

4 Conclusions 

 

Measurements of the laminar burning velocity of syngas/methane mixtures using 

chemiluminescence of CH radicals were made. Numerical calculations of SL using GRI-

Mech 3.0 were also performed to be compared with experimental results and a good 

agreement was found besides measurements agree with reported literature.  
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With the increase of SL, for the syngas/methane mixture, the blow off tendency is 

expected to improve when compared to a flame of pure methane. 

 

GRI-Mech 3.0 mechanism was in agreement with the experimental results. Numerically, 

small differences were observed between all mixtures for syngas obtained from coal 

gasification and syngas obtained from biomass gasification. The greatest deviations 

between experiment and calculations occurred at rich fuel-air ratios (𝜙 > 1.1). However, 

future work should investigate additional mixtures to evaluate with certainty the effect of 

substituting syngas by methane. 

 

The syngas 1 has a major laminar burning velocity respect to the syngas 2 for all 

equivalence ratios, this behaviour is related to the hydrogen content, which increases the 

reactivity to the mixtures. 
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Abstract The concentration ratio is the most important geometric 

parameter of a solar concentrator. However, its value is usually given 

regarding the area of the receiver and not regarding the area of the image 

generated by the concentrator on the receiver. In this work, a thermographic 

image processing methodology is used to determine the exact concentration 

ratio of a parabolic solar concentrator. For the experimental procedure, a 

parabolic solar concentrator and a water-cooled opaque plate were used. 

Both the radiation incident on the solar concentrator and the radiation 

concentrated on the opaque plate were characterized using a thermographic 

camera. The thermographic images were processed using MATLAB 

resulting in the exact value of the concentration ratio of the solar 

concentrator used. Also, it was possible to evidence the curvature 

imperfections of the concentrator. It was found that the concentration ratio 

varies from 20 to 151 depending on the selected radiation flux. 
 

Keywords: • Concentration Ratio • Image processing • Solar concentrator 
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1 Introduction 

 

The great solar potential that exists on the planet can be used, among other forms, using 

solar concentrators [1], [2]. These are intended to transform solar radiation into thermal 

energy that can be transported or stored in a working fluid [3]. 

 

The transformation of solar energy into thermal energy through solar concentrators 

involves an optical analysis [4]. Systems such as solar thermal plants, dish concentrators, 

solar cookers require such an optical analysis since the efficiency of the collectors must 

be known [5]. 

 

The concentration ratio (CR) is the most important geometric parameter of a solar 

concentrator, and it can be determined using optical methods [6]. However, its value is 

usually given in terms of the area of the receiver and not in terms of the area of the image 

generated by the concentrator on the receiver [7]–[9]. This method produces an error in 

the estimated concentrated solar radiation.  

 

Additionally, the radiation flux reflected by the concentrator does not always prove to be 

homogeneous, and this, for the design and location of the receiver in the focus of the 

concentrator must be taken into account [10]. Recent studies have been conducted to 

evaluate the performance of such parabolic concentrators [7], [8]. 

 

It is important to know how exactly the energy flow and the concentration ratio (CR) 

behave and thus how efficient a solar concentrator is. It is proposed to use thermographic 

image processing due solar radiation is absorbed by the surface of the receiver and is 

converted into thermal energy that can be captured by a thermographic camera. This 

technique is widely used in the research and industrial level to determine heat transfer 

through surfaces or for qualitative analysis of hot and cold surfaces [11]. 

 

For this reason, in this work thermographic images were taken to the surface of the solar 

concentrator and the surface of the receiver to determine if the concentrated radiation flux 

is uniform and to determine the concentration ratio (CR) of a parabolic solar concentrator. 

The thermographic images were processed using two MATLAB codes. 
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2 Methodology 

 

2.1 Experimental setup 
 

Figure 1 shows a schematic of the experimental setup used. 

 

 
Figure 1. Schematic of the experimental setup used 

 

The concentrator, also called reflector, consists of an elliptic paraboloid with 0.33 m 

semi-major axis, 0.3 m semi-minor axis and 0.06 m depth. Constructed of a steel sheet of 

1 mm thickness and completely covered with mirror pieces of 1.5cm x 1.5cm and 3 mm 

of thickness. The concentrator was normal to the incident solar radiation, as indicated by 

the arrows in figure 1. 

 

The receiving opaque plate has external dimensions of 30 cm x 30 cm x 2 cm and is 

constructed of 3 mm plastic sheets stuck with silicone. A water pumping system at 22 ° 

C cools this opaque plate inside. The water flow used ensures that the concentrated 

radiation only warms the area of incidence and does not heat the rest of the area of the 

opaque plate by the heat conduction mechanism. The opaque plate was fixed in the focus 

of the elliptic paraboloid and just as the concentration was located normal to the incident 

solar radiation. 

 

For thermal imaging, we used a TESTO 876 9Hz thermal imager. Concentrator 

temperatures were first recorded to identify the area that reflects solar radiation. Then the 

temperatures of the receiving surface of the opaque plate were recorded to calculate the 

Thermo-graphic

camera
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water

Water
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area of the image generated by the concentrator on the receiver. The experiments were 

carried out in Medellín, Colombia and five replicates of the experiment were performed. 

 

2.2 Image processing 

 

Thermographic image processing was performed using two codes developed in 

MATLAB. To determine the surface area of the concentrator that reflects the solar 

radiation, the image processing shown in Figure 2. 

 

 
Figure 2. Concentrator Image Processing 

 

Figure 2b shows a thermographic picture of the solar concentrator used, to which the 

elliptical profile of the parabola is determined. Subsequently, a binary image with a value 

of 1 in all the pixels within the elliptical profile in Figure 2c. This process is performed 

to determine the region of interest (ROI) of the concentrator. 

 

Figure 1 shows that, because of the arrangement of the experimental setup, the opaque 

plate generates a shadow over the concentrator, evidencing a lower temperature in such 

region. In this way, pixels within the region of interest (ROI) which have a lower 

temperature than the rest of the concentrator were identified in Figure 2d.  

 

The ratio of the concentrator area reflecting the solar radiation to the concentrator area is 

calculated using equation (1). 

 

R =
Ac,a−Ashadow,a

Ac,a
       (1) 

 

a) b)

c) d)
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Where Ac,a is the apparent collector area in pixels that is determined using Figure 2c. 

Ashadow,a is the apparent shadow area in pixels caused by the opaque plate on the 

concentrator. 

 

Since in Figures 2c and 2d there are apparent areas that do not take into account the non-

perpendicularity of the photograph of the concentrator, R is needed. To calculate the area 

in m2 that reflects the solar radiation reaching the concentrator (Aeff,c) equation (2) was 

used. 

 

Aeff,c = R Ac        (2) 

 

Where Ac is the real area of the elliptical paraboloid that takes a value of 0.311 m2. 

The surface area of the image generated by the concentrator on the surface of the 

receiving opaque plate was determined using the image processing in Figure 3. 

 

 
Figure 3. Image processing in opaque plate 

 

Figure 3b shows the thermographic image of the surface of the opaque plate where the 

red color indicates higher temperatures, however, to this picture, a region of interest 

a) b)

c) d)

L1
L2

L3

L4

L5
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shown in Figure 3c must be determined. Figure 3c is a binary image used to perform a 

FOR cycle in which the area of incidence of the concentrated radiation is calculated. 

Because there are areas that are hotter than others, the area of impact of radiation at four 

different temperatures (45 ° C, 55 ° C, 65 ° C and 75 ° C) was determined.  As a result of 

this process, the area of incidence of the concentrated radiation on the opaque plate is 

shown in Figure 3d. 

 

In this experiment, it was not possible to take a photograph in a normal way to the opaque 

plate. Therefore, the relationship between the apparent surface area of the opaque plate 

and the apparent incidence area of the radiation should be calculated. Using equation (3), 

we can determine the real area of impact of radiation. 

 

Aeff,rec =
Ainc,a

Arec,a
Arec       (3) 

 

Where Aeff,rec is the actual area of incidence of the concentrated radiation, Ainc,a is the 

apparent area of incidence of the radiation in pixels found in Figure 3d, Arec,a is the 

apparent area of the receiving opaque plate shown in Figure 3c. Finally, Arec is the real 

area of the receiving plate whose value is 0.09 m2. Concentration ratio (CR) of the solar 

concentrator was calculated using equation (4). 

 

CR =
Aeff,c

Aeff,rec
        (4) 

 

Five temperature lines were drawn to know the uniformity of the radiation flux. The 

radiation flux q'' was calculated at each temperature using equation (5), corresponding to 

Stefan-Boltzmann's law. 

 

𝑞′′ =
Q

Aeff,rec
=  σ Ts

4       (5) 

 

Where the emissivity of the opaque surface takes a value of 0.95, σ is the Stefan-

Boltzmann constant, which takes a value of 5.67037x10-8 W·m-2 ·K-4 and Ts is the surface 

temperature. Q is the radiation power over the opaque plate by bearing in mind the area 

of incidence of the concentrated radiation calculated with equation (3). 

 

3 Results 

 

The thermographic image processing of the solar concentrator delivered the results 

presented in Table 1. 
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Table 1. Results obtained from image processing for the solar concentrator 

Parameter Value 

R =
Ac,a − Ashadow,a

Ac, a
 0.7776 ± 0.0039 

Aeff,c 0.2419 ± 0.0004 m2 

 

The effective area of reflection of the solar concentrator was 78% of the total area of the 

parabolic concentrator. Thus, there exists a significant effect of the shadow generated by 

the opaque plate on the concentrator. 

 

Figure 4 shows the results of thermographic image processing of the surface of the 

receiving opaque plate. 

 

 
Figure 4. Area (cm2) and concentration ratio (CR) as function of temperature in the 

opaque plate 

 

Figure 4a shows the area of the image generated by the solar concentrator on the receiving 

opaque plate. Some areas are warmer than others when the system operates in steady 

state. Additionally, the morphology of the image is irregular and not symmetrical, maybe 

due to the irregularity in the curvature of the concentrator used, which generates a non-

uniform radiation flux due to the intersecting errors of the light rays concentrated in focus. 

 

In the analysis, four regions are selected. For example, the green region contains the area 

of the image with a temperature higher than 45 ° C; the yellow region includes the area 

of the picture with a temperature greater than 55 ° C and so on until the hottest part of the 

image (T> 75 ° C). The maximum incidence area of the radiation was 124 cm2. 

 

There are areas where the concentrated radiation flux is higher, therefore; they are the 

hottest regions. For the different regions, the concentration ratio (CR) was calculated. CR 

is greater for the warmer regions, as shown in Figure 4b. According to the four selected 
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regions, CR is lower for the larger areas and then varies from 20 to 151, because the 

radiation flux varies. 

 

In fact, in Figure 5 the radiation flux is shown on five temperature lines as specified in 

Figure 3b. 

 

 
Figure 5. Radiation flux over five temperature lines in the area of radiation 

concentration. 

 

Figure 5 shows that with the variation of the position the radiation flux also varies. Also, 

the radiation is not symmetrical for all lines due to irregularities of the parabolic 

concentrator. The radiation flux is further concentrated in the center of Figure 4b. For this 

reason, there will be a higher temperature in the center, where there is a higher 

concentration factor, as shown in figure 6. 

 

Figure 6 shows that the radiation flux increases with increasing CR, but there is a 

downward trend for power. The radiation flux increases from 700 W·m-2 to 830 W·m-2 

for CR between 20 and 151, respectively. Power decreases from 8.7 W to 1.3 W for CR 

between 20 and 151, respectively. 
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Figure 6. Radiation flux and power as a function of concentration ratio CR. 

 

When the CR and the radiation flux are maximum, the power is minimal since the 

available area is lower for a higher CR. Thus, for a CR of 151, a power of only 1.3 W is 

obtained, which is equivalent to 15% of the total power, while for a CR of 47 a power of 

4 W is obtained, corresponding to 46% of the total power. The remaining area, although 

it is between 45 ° C and 55 ° C, has a significant surface area, so it represents 54% of the 

remaining power. The total power obtained was 8.7 W. 

 

4 Conclusions 

 

In this work we determined the concentration ratio of a parabolic solar concentrator using 

thermographic image processing and we found that CR can be determined with good 

accuracy using thermographic image processing. CR varies depending on the radiation 

flux that is required for the heating of the receiving surfaces.  

 

The maximum concentrated radiation flux and the maximum CR can be obtained only in 

a small central region where the temperatures are higher, due to irregularities of the 

concentrator. However, the power is lower when the area is smaller. 

 

This behavior is because the incident radiation on the plate is not properly concentrated 

and the energy distribution is not uniform due to irregularities in the concentrator. 

 

The irregularities of curvature in the concentrators significantly deteriorate the uniformity 

of the radiation flux and the symmetry of the same on the receiver. 

 

For optimum design of solar concentrators, it is necessary to minimize the receiver 

surface area to avoid reducing the area of reflection by generated shadows over 

concentrator. 
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Abstract This study aims at making an environmental assessment of the 

integration of active solar energy systems on building envelopes in 

southern Europe. More specifically, it focuses on the investigation of 

shading and insolation of indoor spaces in relation to the energy 

requirements and the visual comfort of inhabitants. For the needs of the 

present research, five active solar systems and three representative space 

typologies were selected for in-depth investigation. Autodesk Ecotect 

Analysis software v.5.2 and Desktop Radiance v2.0 Beta were used for the 

simulations. The simulation results are presented and discussed 

comparatively. The findings indicate that the integration of active solar 

systems contributes to drastic reductions of the cooling and heating loads. 

In terms of natural lighting, the integration of active solar systems enables 

high levels of natural lighting, minimizes glare issues in the majority of 

systems. The research highlights the role of integrated active solar systems 

in buildings both in the indoor built environment and in energy 

performance. 
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1 Introduction 

 

The integration of active solar energy systems on building envelopes contributes 

effectively to the reduction of heating and cooling loads of the building sector, through 

the in-situ production of energy [1]. Solar energy systems’ key role is increasingly 

becoming evident wherever high values of annual solar energy are recorded [2].  

The research investigates the integration of active solar systems in buildings in terms of 

energy production, shading and insolation of building facades, as well as in terms of 

visual comfort of inhabitants. 

 

2 Literature Review  

 

Apart from their active use, certain active solar systems integrated in building, i.e. BIPV 

and BISTS, are also suitable to act as passive design elements. A comparative assessment 

of BIPV and BISTS performed by Vassiliades et al. (2014, 2015) indicates that a number 

of active solar systems can be viably integrated into the building envelope [3, 4]. The 

architectural integration of active solar systems is thoroughly analysed in the relevant 

literature. Bougiatioti and Michael have investigated the architectural integration of 

active solar systems in building facades and roofs in the Eastern Mediterranean region 

[5]. An energy performance assessment of photovoltaic panels integrated into shading 

devices was performed by Mandalaki et al. (2012) [6]. Further research investigates the 

geometrical optimization of a shading device with integrated PVs in terms of energy 

production and energy savings resulting from the minimization of direct solar gains and 

visual comfort conditions [2]. However, related literature on both the active and passive 

role of solar energy systems remains rather limited. This research aims at making a 

comprehensive investigation of BIPV and BISTS and at establishing a multi-criteria 

evaluation methodology of the building integrated active solar energy systems. 

 

3 Methodology 

 

The current study focuses on two main pillars, i.e., the investigation of shading and 

insolation of glazed surfaces in relation to energy consumption and the investigation of 

the visual comfort of inhabitants in terms of lighting levels and glare issues. 

 

3.1 Building typologies 

 

Three representative building typologies were selected for in-depth investigation, as 

shown in Figure 1. Specifically, typology A has plan dimensions of 5m width and 3 m 

depth, namely, shallow plan; typology B has plan dimensions of 5m width and 5m depth, 

namely, medium plan; and typology C has plan dimensions of 5m width and 7m depth, 

namely, deep plan.  The height of the space in all three cases is the same, i.e., 3m. 

The three spaces have a fully glazed elevation towards the south, while the other three 

sides were solid walls. The thermal properties of the building envelope elements were 

selected based on the energy performance of buildings directive 2002/91/EC. 
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The glazed surface of the building unit was south facing due to the high levels of solar 

exploitation, as well as to the need for sun protection during the hot summer period in the 

southern orientation. Increased glare issues in south facing spaces during the entire year 

render the reduction of unwanted levels of glare and the improvement of visual comfort. 

 

 
Figure 1. Building integrated active solar systems at horizontal and vertical 

configuration in the three different building typologies under study, (a) shallow, (b) 

medium and (c) deep typology. 

 

Two configurations, namely the horizontal and vertical integration, are examined in the 

investigation of active solar systems (Figure 1). The horizontal configuration refers to the 

placement of the active solar systems under study in the form of a 1,5 m long horizontal 

canopy[7]. The vertical layout refers to the placement of active solar systems in front of 

the glazed surface, or in the glazed surface in the case of specific photovoltaic 

technologies. The selected configurations ensure 7.5 m2 and 15 m2 of effective surface of 

active solar systems for horizontal and vertical configurations, respectively. 

 

3.2 Technologies 

 

A number of active solar systems that could operate as passive shading devices were 

selected for simulation purposes. Analysis from previous research work [3], [4], indicates 

that appropriate BIPV systems include the aSi thin film with 10% of transparency, the 

monocrystalline with 0.02 m space between the cells and the polycrystalline with 0.05 m 

space between the cells, while appropriate BIST systems include vacuum tubes and 

unglazed cylindrical solar collectors. 

 

3.3 Simulations 

 

The environmental assessment of active solar systems was carried out through 

simulations. 
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Shading and Insolation  

 

The shading and insolation strategies were evaluated using shading masks for all active 

solar systems integrated in the building façade. The shading masks were prepared for 

high overshadowing accuracy using the stereographic diagram tool of Autodesk Ecotect 

Analysis software v.5.2. The investigation was performed at 36o south latitude for 

representative periods of the year, i.e., solstices and equinoxes at 09:00, 12:00 and 15:00 

h.  

 

The active solar systems integrated in the building façades were also examined in terms 

of energy consumption. Without the integration of any active solar system, the energy 

consumption was taken as reference value. Heating and cooling loads were calculated 

using a mixed mode air-condition system with a 95% efficiency rate. The temperature 

limits were set from 21 to 25 oC according to ASHRAE 55 (2013) standard for 80% 

occupant thermal acceptability. The annual energy consumption, i.e., heating and cooling 

loads, is presented in kWh per square meter of the plan area (kWh/m2), allowing the 

comparative evaluation of the systems. 

 

Energy Consumption  

 

Autodesk Ecotect Analysis software v5.2 [8], was used for the simulation of the passive 

behaviour of active solar systems. Desktop Radiance v2.0 Beta [9] was used for natural 

lighting analysis, while Ecotect software v5.2 was employed as a modelling and 

visualization tool. 

 

Visual Comfort  

 

The evaluation of visual comfort was performed for representative periods of the year, 

i.e., solstices and equinoxes at solar noon. The sky model was set as cloudy for winter, 

intermediate for spring and sunny for the summer period, thus providing results for the 

climatic extremes during the entire year; the reference standard year of Nicosia was used. 

The typical reflectance values for representative interior materials were used based on 

literature references, using material files for Desktop Radiance software. Calculations 

were made using three indirect reflections, employing an analysis grid at 0.75 m height 

from floor level. 

 

Efficient lighting levels are taken to be 75% of the area of the plan exceeding 500 Lux 

and minimum possible percentage of the area exceeding 3000 Lux since over-

illumination leads to potential glare issues [10]. 

 

Moreover, the preferred conditions for the most efficient function of the space are 

indicated by daylighting performance indicators, i.e., the daylight factor (DF) and the 

uniformity daylight factor (UDF). The daylight factor, DF, expresses the ratio of interior 

illuminance on a horizontal surface, to the exterior illuminance on a horizontal surface 



10TH INTERNATIONAL CONFERENCE ON SUSTAINABLE ENERGY AND ENVIRONMENTAL 

PROTECTION (JUNE 27TH – 30TH, 2017, BLED, SLOVENIA), RENEWABLE ENERGY SOURCES 

C. Vassiliades, A. Michael, A. Savvides & S. Kalogirou: Environmental Assessment of 

the Integration of Active Solar Energy Systems on Building Envelopes in Southern 

Europe 

183 

 

under an overcast CIE sky. An average DF of 2% for 75% of the space is deemed as 

acceptable, according to CIBSE [11]. Uniformity Daylight Factor, UDF, indicates the 

homogeneity level of lighting distribution, expressed by the singular minimum Lux value 

divided by the average value of the entire plan, i.e., UDF = DFmin / DFmean. According 

to BREEAM 2.08, the required UDF for an efficient work space should be at least 0,4 

[12]. 

 

4 Results  

 

4.1 Shading and Insolation  

 

The simulation results of the shading and insolation of indoor spaces, as well as of the 

visual comfort of occupants, are presented in Table 1 and discussed comparatively below. 
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Table 1. Shading percentages for horizontal and vertical configuration of the active 

solar systems under study. 
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Horizontal Configuration 

Winter 

Solstice 

09:00 29% 29% 29% 29% 29% 

12:00 30% 32% 24% 32% 28% 

15:00 39% 34% 37% 39% 37% 

Autumn 

Spring 

Equinox 

09:00 58% 58% 58% 58% 58% 

12:00 69% 70% 62% 57% 53% 

15:00 76% 75% 69% 70% 68% 

Summer 

Solstice 

09:00 96% 96% 96% 96% 96% 

12:00 95% 94% 85% 88% 86% 

15:00 99% 99% 99% 99% 99% 

Vertical Configuration 

Winter 

Solstice 

09:00 29% 29% 29% 67% 29% 

12:00 15% 15% 15% 60% 52% 

15:00 30% 30% 30% 72% 55% 

Autumn 

Spring 

Equinox 

09:00 58% 100% 64% 97% 58% 

12:00 41% 100% 69% 96% 61% 

15:00 59% 100% 72% 95% 73% 

Summer 

Solstice 

09:00 96% 96% 96% 96% 96% 

12:00 86% 96% 88% 100% 94% 

15:00 98% 99% 98% 99% 99% 

 

Shading through the application of shading masks indicates that the horizontal integration 

of active solar systems during the winter solstice provides limited shading of 

approximately 28%, i.e., from 24% to 39%, which allows adequate insolation. During the 

autumn and spring equinoxes, the active systems provide shading of approximately 64%, 

i.e., from 53% to 76%, while during the summer solstice, the integration of active systems 

provides shading of approximately 95%, i.e., from 85% to 99%. The shading results do 

not significantly differ between the active solar systems under study or between different 

times of the day. During the winter solstice, photovoltaic systems in the vertical layout 

provide limited shading of approximately 25%, i.e., from 15% to 30%, which allow 

adequate insolation. Solar thermal systems provide high percentages of shading, i.e., 
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approximately 45% for vacuum tubes and 66% for unglazed cylindrical solar collectors. 

The systems in question are unsuitable for use during the winter. In the autumn and spring 

equinoxes, specific active solar systems, i.e., aSi thin film, polycrystalline and vacuum 

tubes, provide a shading of approximately 62% i.e., from 41% to 72%. By contrast, 

monocrystalline and unglazed cylindrical solar collectors provide high levels of shading, 

i.e., 100% and 96% respectively. During the summer solstice, the integration of all active 

solar systems provides shading of 96%, i.e., from 86% to 100%, and ensures adequate 

protection from solar gains.  

 

4.2 Energy consumption 

 

The investigation of energy consumption aims to define the positive contribution of each 

system as a passive shading device. More specifically, it is expected that the cooling loads 

required during the warm period will be reduced due to the sun protection offered by the 

systems. The heating loads required during the cold period will increase due to the 

reduction of direct solar gains. The results are presented in Figure 2. 

 

 
Figure 2. Energy consumption of the building typologies under study,(a) shallow, (b) 

medium and (c) deep plan, for horizontal and vertical configuration of active solar 

systems. 
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The annual energy consumptions of the three building typologies in horizontal 

configuration, show that the systems’ total annual contribution is negligible, fluctuating 

at ±2% of the consumption before the integration of the system. 

 

By contrast, the vertical integration indicates a positive contribution in the annual energy 

consumption. Specifically, the positive contribution of the vertical integration of the 

systems ranges from 1.5-23.2 kWh per square meter of the plan area in the shallow plan 

to 0.2-13.1 kWh/m2 in the medium plan and to 0.1-8.7 kWh/m2 in the deep plan. It is also 

noted that the positive contribution of the vertically integrated aSi thin film is 

comparatively higher than that of the other systems. 

 

4.3 Visual Comfort 

 

Lighting Levels 

 

The integration of the active solar systems in both horizontal and vertical configuration, 

manages to keep the high levels of natural lighting in the indoor space. In all cases, the 

daylight levels exceed 500 lux for more than 75% of the plan area, satisfying international 

lighting standards. The integration of active solar systems eliminates high daylight levels 

(> 3000 lux) and minimizes glare issues and improves visual comfort. 

 

Daylight Performance Indicators  

 

The daylight factor (DF) and uniformity daylight factor (UDF) were calculated under 

overcast conditions for all three typologies without any shading device (reference 

scenarios) and with the integration of active solar systems in both horizontal and vertical 

configuration. Table 2 shows the comparative evaluation.  
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Table 2. Daylight performance indicators of the building typologies under study for 

horizontal and vertical configuration of active solar systems. 
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Horizontal Configuration 

 Percentage of space area with DF > 2% 

Shallow 100% 100% 100% 100% 100% 100% 

Medium 100% 100% 100% 100% 100% 100% 

Deep 95% 81% 93% 94% 82% 88% 

 Uniformity Daylight Factor (UDF) 

Shallow 0.42 0.47 0.49 0.45 0.45 0.46 

Medium 0.31 0.35 0.37 0.32 0.34 0.34 

Deep 0.21 0.27 0.26 0.24 0.24 0.25 

Vertical Configuration 

 Percentage of area with DF > 2% 

Shallow 100% 0% 74% 100% 100% 100% 

Medium 100% 0% 41% 94% 78% 100% 

Deep 95% 0% 32% 57% 65% 77% 

 Uniformity Daylight Factor (UDF) 

Shallow 0.42 0.57 0.31 0.38 0.72 0.51 

Medium 0.31 0.40 0.24 0.24 0.43 0.39 

Deep 0.21 0.25 0.16 0.17 0.28 0.24 

 

The DF indicator of the spaces without the integration of any shading device is observed 

to exceed 2% DF is 100% in the shallow plan, 100% in the medium plan and 95% in the 

deep plan. In the case of the shallow plan the UDF value exceeds the threshold of 0.40, 

i.e., 0.42 UDF, indicating satisfactory uniformity of daylight. In the case of medium and 

deep plan the UDF is 0.31 and 0.21 respectively, failing to reach the threshold of 0.40 

UDF. 

 

In the horizontal configuration, the lighting level analysis shows that the percentage of 

the plan area exceeding 2% DF remains at 100% in the case of the shallow and medium 

plan, while, in the case of the deep plan it remains at high levels, i.e., 81% to 94%. 

Moreover, the uniformity daylight factor increases after the integration of active solar 
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systems in horizontal configuration from 0.42 UDF in the reference case to 0.45 - 0.49 

UDF in the case of the shallow plan, from 0.31 UDF to 0.32 - 0.37 UDF in the case of 

the medium plan and from 0.21 UDF to 0.24 - 0.27 UDF in the case of the deep plan. In 

the case of the shallow plan, satisfactory UDF values exceeding the threshold of 0.40 are 

recorded after the integration of active solar systems in horizontal configuration. Despite 

the increase of the UDF values in the cases of the medium and deep plan, the UDF values 

remain below the threshold of 0.40 UDF and thus fail to satisfy the lighting standards.  

In the vertical configuration, photovoltaics and solar thermal systems demonstrate 

different performance in terms of lighting levels regulation. The lighting level analysis 

shows that the photovoltaics systems are not effective solutions for lighting regulation, 

since the percentage of the plan area exceeding 2% DF is significantly reduced. In the 

majority of cases, the UDF values decreased after the integration of the photovoltaics 

systems in vertical configuration. 

 

The lighting level analysis shows that the integration of solar thermal systems is effective 

for lighting levels regulation since the percentages of the plan area exceeding 2% DF 

remain at high levels. The percentage of the plan area exceeding 2% DF remains at 100% 

in the case of the shallow plan, at 78% to 100% in the case of the medium plan and at 

65% to 77% in the case of the deep plan. Moreover, the uniformity daylight factor 

increases significantly after the integration of solar thermal systems in vertical 

configuration from 0.42 UDF in the reference case to 0.51 - 0.72 UDF in the case of the 

shallow plan, from 0.31 UDF to 0.37 - 0.43 UDF in the case of the medium plan and from 

0.21 UDF to 0.24 - 0.28 UDF in the case of the deep plan. 

 

In the case of the shallow and medium plan, high UDF values, approaching or exceeding 

the threshold of 0.40, are recorded after the integration of solar thermal systems in vertical 

configuration. Despite the increase of the UDF values in the case of deep plans, the UDF 

values remain below the threshold of 0.40 UDF and fail to satisfy the lighting standards. 

 

5 Synopsis and Conclusions 

 

The research presented investigates the building integration of active solar systems in 

terms of shading and insolation of building facades and in terms of visual comfort of 

inhabitants, ensuring thus a comprehensive environmental approach to integrated active 

solar energy systems.  

 

The investigation of shading and insolation presented indicates that all active solar 

systems integrated horizontally into the building envelope offer suitable shading and 

insolation during the cooling and heating period. In the case of vertical integration, better 

shading and insolation conditions are exhibited throughout the entire year. 

 

The investigation of energy consumption of the building typologies in question shows 

that the horizontal integration of active solar systems has minimal impact on the annual 

energy consumption of the three building typologies. In the case of vertical integration of 
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active solar systems, a positive contribution in the reduction of the annual energy 

consumption is recorded. 

 

The simulation results and the analysis of lighting levels, indicate that the integration of 

active solar systems in both horizontal and vertical configuration, maintains high levels 

of natural lighting, i.e., 500 lux for more than 75% of the plan area, while it eliminates 

extremely high daylight levels, that is > 3000 lux.  Moreover, all the active solar systems 

under study integrated horizontally into the building envelope offer high levels of lighting 

performance. In the case of vertical integration, better lighting performance is exhibited 

by solar thermal systems. The integration of both photovoltaic and solar thermal systems 

in horizontal configuration and the integration of solar thermal systems in vertical 

configurations, offer higher uniformity daylight factor values, and thus minimize the 

possibility of glare issues. 

 

In conclusion, the research introduces a comprehensive investigation of BIPV and BISTS 

and establishes a multi-criteria evaluation methodology for building integrated active 

solar energy systems. Τhe study presents in a quantitative manner the active and passive 

role of integrated active solar energy systems and validates the importance of their 

building integration in buildings of southern Europe.  
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Abstract Wind power plays an integral role in the transition of the German 

energy system. In addition to its positive effects, e.g. reduction of 

greenhouse gas emissions, wind power also has negative effects on the 

environment and human well‐being. With this in mind, it is important to 

identify most suitable locations for wind turbines (WTs) considering 

different aspects of sustainability. Here a new performance index that 

combines environmental aspects, human wellbeing (settlement distances) 

and energetic performance (annual energy production) is applied. The 

index allows comparing the sustainability of different spatial distribution 

scenarios of WTs. This index is applied to fife different wind power 

extension scenarios, which are aiming to fulfil a certain share of the final 

power consumption in Germany considering standard wind technologies 

and different power market expectations. Finally, the respective spatial 

expansion scenarios are compared in terms of the lowest combined impact 

and their sustainability performance. 
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1 Introduction 

 

A main challenge of the 21st century is mitigating global warming to sustain biodiversity 

and living conditions for human well-being. The transformation of the energy supply 

system towards renewable resources is seen as one step to reach the Paris Climate 

Protection objectives. In Germany, 158.8 Million tons CO2 equivalent have been avoided 

by renewable energies in 2016 [1]. The share of renewable energy in gross power 

production was about 32 % [1] whereby wind power (on- and off-shore) held about 40 %. 

Wind power is actually seen as the most promising renewable power source in Germany 

because it is a mature technology producing at comparably low costs. However, wind 

power is a source of negative environmental impacts, mainly on birds and bats [2-6]. 

Disturbance or displacement of birds [7, 8] or collision events causing individual death 

[7, 9-11] with probably negative consequences on populations [4] are the most prominent 

conflicts. Secondly, wind power extension leads to conflicts with the local population, 

because most people prefer wind turbines (WTs) to be more distant from their homes [12-

14] even if all legal requirements regarding emission protection are fulfilled [15-17]. 

 

The main political objective of wind power expansion is to fulfil a certain energy target 

considering high economic efficiency. This means generating power with minimal 

resource consumption under market optimal conditions. In other words, a sustainable 

wind power expansion is characterized by (i) minimal potential impacts on birds and bats 

(avifauna), (ii) minimal potential impacts on human well-being and (iii) an efficient wind 

power production. These three criteria form the framework of this study. A multi criteria 

approach is applied to identify optimal WT allocations according the assessment criteria. 

Furthermore, four mono criteria optimisation Scenarios are investigated. Their results are 

compared with the multi criteria scenario to identify and compare the respective 

performance of wind power vis-a-vis trade-offs. 

 

2 Study Region and Data 

 

2.1 Study region  

 

The study region corresponds to the Federal Republic of Germany. It has an area of 

357,375.62 km² and a population of approximately 82.18 million people with an average 

population density of 230 people per km². By the end of 2016, 45,384 MW of wind power 

capacity hosted by 27,220 WTs have been installed [1]. Taking into account that WT are 

erected in increasing number since the early 1990s, a significant number of these WTs 

will be reaching the end of their 20‐year technical life span [13]. This opens a window of 

opportunity to improve the allocation of WTs while taking into consideration potential 

impacts on environmental and human well‐being. 
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2.2 Data 

 

The main data for this analysis are land use/ land cover data, wind resource data, wind 

turbine parameters (3 MW, 101 m rotor diameter and 149 m hub height) data and the geo 

data of national protected areas. The input data are displayed in Table 1. 

 

Table 1. Overview of input data 

Data Type Source 

Land use data • Land cover database DLM-DE 

2012. European Commission 

programme to COoRdinate 

INformation on the Environment 

(Corine). 

• Official Topographic-

Cartographic Information System 

ATKIS, Working Committee of 

the Surveying Authorities of the 

Laender of the Federal Republic 

of Germany 

Wind resource 

data 

GWS - Meso Data 

Weibul- Data 

AL-PRO GmbH & Co. KG 

Hub height: 149 m 

Resolution: 2 x 2 km 

Wind turbine 

parameters 

Enercon E101 [18]  

ENERCON GmbH 

Dreekamp 5, D-26605 Aurich 

 

3 Methodology 

 

In this study, a three stage allocation and assessment approach is applied. First, suitable 

locations (cf. section 2.3) for WTs are selected. Location refers to an individual WT 

location, while the term site refers to areas able to carry several WT. Second, these 

locations are assessed by impact scores according to their potential impacts (avifauna and 

human well-being) and their annual energy production (AEP). These potential impacts 

then are aggregated to a dimensionless index value. Third, four scenarios are applied 

according to the objectives minimizing potential impacts (i) on nature conservation 

issues, (ii) on human well-being and according an resource efficient wind power 

production by (iii) minimizing the number of WT and (iv) improving market integration. 

A fifth scenario investigates possible improvements or the consequences of a multi-

criteria optimisation approach. According to the scenario framework conditions, potential 

WT locations are selected and their impacts are compared with each other.  
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3.1 Identification of suitable locations, wind turbine allocation and power 

production 

 

To identify suitable WT locations to fulfil a certain energy objective, a national energy 

potential mapping for wind power is applied. This process is illustrated in Figure 1. 

 

 
Figure 1: Flowchart of identification of suitable locations 

 

Applying legal and physical constraints and distance criteria[19], a pool of suitable sites 

for erecting wind turbines was identified. In a next step a new software solution for 

allocating WT locations within multiple suitable sites is applied for the selected reference 

WT in Germany[20]. To estimate how many WTs are needed to fulfil a certain energy 

objective and to assess its individual performance, the annual energy production of each 

potential location is calculated [21]. 

 

3.2 Assessment criteria and potential impact 

 

In this study the basic assumption is that the negative potential impacts on threatened 

species and human well-being decrease with increasing distance of a WT from protected 

areas [22-24] or settlements [12-14] and with decreasing number of WTs in total. Thus 

the respective assessment criteria are (i) distance to protected areas, (ii) distance to 

settlements and (iii) number of WTs. The distances between the potential WT location 

and the nearest neighbouring protected area or settlements are estimated using a 

geographical information system. To avoid boundary effects, protected areas and 

settlements within a 50 km buffer around Germany are considered. The measured 

distances (D) were then transferred into a potential impact (I) value (cf. equation 2) where 

large distances stand for low potential impacts and small distances stand for large 

impacts. The impact is a dimensionless value between 0 (low impact) and 1 (high impact) 

but allows for a better versus worse comparison.  

 

      (2) 
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Finally, the impact values are aggregated to an also dimensionless sustainability index 

(Ix) for every potential location where a lower Index value outperforms a higher value 

(cf. equation 3).   

 

       (3) 

 

3.3 Wind power expansion scenarios 

 

The framing condition for the investigated scenarios are taken from Nitsch et al. [25]. 

This so-called “lead study” assumes in Scenario 2011B that in 2050 about 279 TWh wind 

energy will be made up by 141 TWh on-shore and 138 TWh off-shore wind energy. In 

this manuscript, 141 TWh wind power on-shore is set as the energy objective. The 

introduced selection and assessment approach is independent from a specific energy 

objective. Hence, changing energy objectives for on-shore wind power can always be 

considered.  

 

In this study five wind power expansion scenarios are applied and investigated. Four of 

these scenarios are based on mono-criterion optimisation techniques and one applies a 

multi-criteria optimisation and allocation. An overview of the scenarios is shown in Table 

2.     

Table 2. Overview of the scenarios 

Type Conditions 

Scenario A Multi-

criteria optimisation 

 

Selecting WT in descending order based on the sum of 

the reclassified distances to protected areas and settle-

ments and reclassified AEP. 

Scenario B Wind 

turbine minimal 

allocation 

 

Selecting WT in decreasing order of their respective 

AEP (WT with highest electricity production is the first 

to be used and so on until the energy objective is 

fulfilled) 

Scenario C 

Environmental 

protection  

 

Selecting WT in increasing order by their potential 

impact on protected areas (WT with largest distance to 

protected area is the first to be used and so on until 

energy objective is fulfilled) 

Scenario D Human 

well-being 

 

Selecting WT in increasing order by their potential 

impact on human well-being (WT with the largest 

distance to settlement is the first to be used and so one 

until energy objective is fulfilled) 

Scenario E Market 

integration scenario 

 

A transition towards fully market integrated renewables 

is assumed after 100 TWh under the WT minimal 

allocation. Then, the location with the least sum of wind 

power correlations to all other already existing WT is 

picked first. 
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Multi-criteria optimisation  

 

In this study, techniques following the multi-attributes value theory [26, 27] are applied. 

In accordance, a sustainable WT location is characterised by (1) a maximum distance to 

protected areas, (2) a maximum distance to settlements and (3) with the highest possible 

annual electricity production compared to other potential WT locations in Germany.  

 

To estimate the sustainability of WT locations, the individual scores of annual electricity 

production, distance to protected areas and distance to settlements for one WT location 

are cumulated on a cardinal scale. This is possible because a higher value (greater 

distance or higher electricity generation) is better than a lower one for every criterion. 

Finally, the suitable WT locations are ranked in descending order, which indicates the 

best location according to the assessment criteria. 

 

Market integration scenario 

 

Here it is assumed that renewable energy generators will be fully integrated into the 

power markets after a phase with renewable energy subsidies (e.g. fixed energy feed-in 

tariffs) and that wind power is the price driving technology. Hence, WTs compete with 

other WTs in the market and locations with less average wind yield but negatively 

correlated wind speeds to the majority of wind farms become attractive for investors. To 

still yield minimum revenues, the minimum average wind speed is introduced and set to 

5.5 m/s. This approach is elaborated in more detail in [28]. 

 

4 Results 

 

4.1 Identification of suitable locations, wind turbine allocation and power 

production 

 

As theoretical feasible potential according to the applied method, 129,896 potential WT 

locations could be identified (cf. Figure 2). These locations fulfil all physical and legal 

requirements for erecting WTs. The power output per potential WT location ranges from 

1.7 Giga Watt hours (GWh) to 14 GWh. In total 1,165 Terra Watt hours (TWh) per year 

could be harvested.   
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Figure 2: Maximal number of legally possible WT locations 

 

4.2 Wind power expansion scenarios 

 

The four mono criteria scenarios and the one multi criterion scenario lead to quite 

different results both in terms of spatial allocation of WTs and the resulting potential 

impacts. Figures 3a to 3e illustrate the spatial distribution of WTs according to the 

different scenarios.  
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Scenario A              (a) 

 
Scenario B              (b) 

 
Scenario C              (c) 

 
Scenario D            (d) 

 
Scenario E            (e) 

 

 

 

 

 
Base map Licens: 

©OpenStreetMap and 

Contributors, CC-BY-

SA 

Figure 3: Spatial distribution of WT (WT per square kilometre). 3a Multi-criteria-

scenario, 3b Wind turbine minimal allocation scenario, 3c Nature Conservation 

scenario, 3d Human well-being scenario, 3e Market integration scenario.  
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The results of the scenario assessment according to the deduced index are illustrated in 

Table 3.  

 

Table 3. Results of the analysis 

 Number 

of WT 

 

 

[n] 

Pot. Impact 

on Nature 

Conservatio

n Issues 

[-] 

Pot. Impact 

on Human 

well-being 

 

[-] 

Scenario A 13,171 10,357 8595 

Scenario B 11,814 10,799 9312 

Scenario C 15,949 11,212 12,225 

Scenario D 15,603 13,986 8916 

Scenario E 14,020 12,686 11,105 

 

 Number of WT 

[n] 

Index 

[-] 

Scenario A 13,171 9485 

Scenario B 11,814 10,055 

Scenario C 15,949 11,718 

Scenario D 15,603 11,451 

Scenario E 14,020 11,895 

 

5 Conclusion 

 

The objective of this study was to identify WT locations that cause as less as possible 

potential impacts on nature conservation issues as well as human wellbeing and that save 

resources by allocating the minimal necessary amount of WTs. Hence, it is demonstrated 

that by simple means such locations can be identified meanwhile accounting for different 

trade-offs. According to the number of WTs, Scenario B performs best. This was 

expected because only highly productive locations have been selected and, thus, a 

minimal number of WTs were needed to fulfil the energy objective. Scenario C and D 

perform worse. This is due to the fact that the allocation was based on the distance to the 

protected areas and settlements and the the AEP of individual locations was not 

considered. Therefore, more locations are needed since not only the productive ones are 

selected. Scenario A offers a compromise. Here more plants are needed then in Scenario 

B but less than in Scenario C and D. Considering further the sustainability index gives a 

clearer picture. Here Scenario A outperforms all other scenarios. Scenario B performs 

second best however based more on the low total number of wind turbines then because 

of preferable locations. Likewise the worse total performance of Scenarios C and D are 

caused by the needed total number of WTs. Scenario E performs worst although only 

energetic issues are considered. However, in this scenario market conditions as well as 

system stabilisation concerns are considered. This illustrates that new concepts needed 

from a market or system perspective can bring new trade-offs in sustainable performance 
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of wind power production. In conclusion, a joint consideration of multiple interests of the 

different stakeholders results in more sustainable solutions for all parties than 

emphasising individual interests.  
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Abstract The characteristics of different PV modules are provided in this 

paper. The influence of shading on PV module characteristics of different 

technologies (different crystalline silicon and thin film technologies) is 

investigated. The study also took into account the orientation of PV 

modules (portrait or landscape), a by-pass diode number and a type of 

connections. An inter-row shading factor for different PV modules has also 

been determined. A comparison of shading influence on PV module 

characteristics of different technologies has been drawn. A shading factor 

comparison of different technology PV modules has also been made. The 

influence of shading on PV system electricity production has been 

modelled based on a study which examined the influence of shading on 

characteristics of different technology PV modules. 
 

Keywords: • shading • influence • shading factor • PV modules 

technologies • comparison •

                                                           
CORRESPONDENCE ADDRESS: Goran Knežević, Ph.D., Assistant Professor, J.J. Strossmayer 

University of Osijek, Faculty of Electrical Engineering, Computer Science and Information 

Technology Osijek, K. Trpimira 2B, 31000 Osijek, Croatia, e-mail: goran.knezevic@etfos.hr. 

Danijel Topić, Ph.D., Assistant Professor, J.J. Strossmayer University of Osijek, Faculty of 

Electrical Engineering, Computer Science and Information Technology Osijek, K. Trpimira 2B, 

31000 Osijek, Croatia, e-mail: danijel.topic@etfos.hr. Matej Žnidarec, Assistant, J.J. Strossmayer 

University of Osijek, Faculty of Electrical Engineering, Computer Science and Information 

Technology Osijek, K. Trpimira 2B, 31000 Osijek, Croatia, e-mail: matej.znidarec@etfos.hr. 

Bojan Štumberger, Ph.D., Full Professor, University of Maribor, Faculty of Energy Technology, 

Hočevarjev trg 1, 8270 Krško, Slovenia, e-mail: bojan.stumberger@uni-mb.si. Miralem 

Hadžiselimović, Ph.D., Associate Professor, University of Maribor, Faculty of Energy Technology, 

Hočevarjev trg 1, 8270 Krško, Slovenia, e-mail: miralem.h@uni-mb.si. Sebastijan Seme, Ph.D., 

Associate Professor, University of Maribor, Faculty of Energy Technology, Hočevarjev trg 1, 8270 

Krško, Slovenia, e-mail: sebasijan.seme@um.si. 

 

https://doi.org/10.18690/978-961-286-061-5.19  ISBN 978-961-286-061-5 
© 2017 University of Maribor Press 

Available at: http://press.um.si. 



204 10TH INTERNATIONAL CONFERENCE ON SUSTAINABLE ENERGY AND ENVIRONMENTAL 

PROTECTION (JUNE 27TH – 30TH, 2017, BLED, SLOVENIA), RENEWABLE ENERGY SOURCES 

G. Knežević, D. Topić, M. Žnidarec, B. Štumberger, M. Hadžiselimović & S. Seme: 
Comparison of the Shading Influence on PV Modules of Different Technologies 

 

1 Introduction 

 

World’s power generation is still mostly on fossil fuels based. Due to the problems of 

limited reserves of fossil fuels and climate changes in previous years, usage of renewable 

sources had significantly increased. In order to reduce CO2 emissions and increase share 

of renewables many international agreements were signed (Kyoto, 1997 and 2005; 

Cancun, 2010; Lima, 2014; Paris 2015). On October 2014, EU adopted 2030 Climate and 

Energy Policy Framework with following conclusions [1]: 

 

• At least 40 % domestic reduction in greenhouse gas emissions by 2030 

compared to 1990. 

• At least 27 % is set for the share of renewable energy consumed in the EU in 

2030. 

• At least 27 % is set for improving energy efficiency in 2030 compared to 

projections of future energy consumption. 

 

According to [2], photovoltaics (PV) is a key technology option for implementing the 

shift to a decarbonised energy supply and can be deployed in a modular way almost 

everywhere on this planet and solar resources in Europe and across the world are 

abundant and cannot be monopolised by one country. PV is one of the fastest growing 

capacity in recent years. According to [2] PV capacity in 2014 was 177 GW and in the 

end of 2015 was 227 GW. That is nearly 10 times the world’s cumulative PV capacity of 

a decade earlier [3]. Most of PV modules used in PV capacity are crystalline (mono or 

multi) modules. Production capacity of PV modules in 2015 was estimated in range of 

63 GW to 69 GW. According to [3], production of the thin film PV modules in 2015 

increased by an estimated 13%, accounting for 8% of total global PV production (down 

from 10% in 2014). 

 

Many different factors influence on electricity generation of the PV modules. One of the 

factors that significantly influences on output power of the PV module is shading. Many 

researches about influence of shading are already conducted. In [4], shading effects on 

current – voltage characteristic of a mono-crystalline PV module is investigated. 

Experimental model for estimation of energy losses in PV arrays caused by shading is 

presented in [5]. In [6], influence of partial shading on of characteristics of the PV 

modules with different connection configuration of cells is investigated. Electrical 

characteristics and operation of series connected modules in condition of partial shading 

using MATLAB model is investigated in [7]. Shading factor which depends on the ratio 

of sunny part of the module and total module area is introduced by [8]. Discrete current-

voltage model for partially shaded PV arrays using Newton-Raphson algorithm, 

interpolation methods and analytical approximations is presented in [9]. In [10], influence 

of shading on CIGS PV modules is presented. Effects of shading on PV systems are also 

investigated in [11], [12], [13] and [14]. 

 

Aim of this paper is to investigate influence of shading on characteristics of different PV 

modules technologies and drawn comparison. Following PV module technologies are 
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investigated: mono-crystalline, multi crystalline, high-efficient monocrystalline, a-Si thin 

film and CIS thin film. Based on measurements results, the influence of shading on PV 

system electricity production has been modelled. 

 

2 Methodology 

 

In this chapter proposed methodology will be described. Methodology consists: 

measurement procedure, calculation of shading factor and description of the used 

mathematical model. 

 

2.1 Measurement procedure 

 

Measurements of influence of the shading on the characteristics of PV modules of 

different technologies is conducted. Following PV modules technologies were tested: 

mono-crystalline, multi crystalline, high-efficient monocrystalline, a-Si thin film and CIS 

thin film. Measurements were conducted in ResLAB. In Figure 1, measurement 

procedure is presented. 

 

 
Figure 1. Measurement Procedure 

 

1st 

shading 

scenario

...2nd 

shading 

scenario

3rd 

shading 

scenario

i-th 

shading 

scenario  
Figure 2. Shading Scenarios 

 

Influence of shading on characteristics of PV modules for landscape and portrait 

orientations of PV modules is investigated. Shading of the module scenarios are presented 
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in figure 2. First scenario is: 8 % of the module area in landscape orientation is shaded, 

second scenario: 16 % of the module area in landscape orientation is shaded, etc. Then 

same procedure is applied for portrait orientation with step of 5 % of area. Same shading 

scenarios for all five PV module technologies are repeated. 

 

2.2 Calculation of the shading factor 

 

As presented in [8], the influence of shading on PV module output power can be taken 

into account by shading factor ηs depending on the ratio of the sunny part of the module 

As and the total module surface A as in (1): 

 

h
s
=

P
s

A
s

A
× P

t
        (1) 

 

where Ps is the measured output power of the partially shaded module and Pt is the output 

power of the unshaded module. In this way, calculated shading factor can be represented 

as a function of the ratio As/A. In addition, piecewise linear approximation of obtained 

function ηs(As/A) can be performed so the shading factor then can be easily calculated 

according to the given ratio of the sunny part and the total module surface.  

 

2.3 Description of the used mathematical model 

 

Expression for calculating an annual energy production of PV system for the given 

installation area taking into account the influence of the inter-row shading on the PV 

module output power is presented in (2) [8]. 
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Where: 

  

np - the number of 15-minute periods in one day 

Gβ,i,j - average insolation in a 15-minute period j in a 

day I for the given module angle β; 

A - size of a total PV module surface in one row; 

ηr - rated efficiency of the observed PV module; 

, ,i j
n

  - temperature factor in a 15-minute period j in a 

day i for the given module angle β; 

dn


 - dust factor for the given module angle β; 

r - number of rows in the solar power plant; 
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d - distance between PV module rows; 

b - PV module width; 

a - PV module length; 

  - PV module angle; 

,i j  - the angle of the sun for period j in a day i. 

ηs - shading factor. 

 

The distance between module rows can be calculated as in (3) [8]. 

 

cos

1

ap b r
d

r

  


        (3) 

 

Where: 

 

ap - width of the parcel (across the module rows); 

bp - length of the parcel (along the module rows); 

nmr - number of modules in one row. 

 

The number of modules in one row and the size of the total module surface in one row 

can be calculated as: 

 
bp

nmr floor
a

 
  

          (4) 

 

A nmr a b           (5) 

 

The correlation between the ratio of the sunny and the total part of the module surface of 

the row following the first row, angle of the sun, angle of the PV module, distance 

between module rows and module equals [8]: 

 

1
cos

tan
1

tg

d

As b

A













        (6) 

 

In order to maximize the annual energy production on the observed installation area, the 

optimal number of rows and a module angle can be determined by calculating the annual 

production for the given range of r and β and finding the maximal value of the production 

whose indexes show the optimal r and β.  

 

The model is created in MATLAB. In a double for loop for the given range of r and β, 

Wβ,r is calculated for each pair of r and β using expression (2) and taking into account 

expressions (3)-(5). The obtained matrix of annual energy production related to tested r 
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and β is then searched for the maximal value which then reveals the optimal value of r 

and β. 

 

3 Case Study 

 

3.1 Case scenario description 

 

Optimal configuration of PV systems providing maximal annual energy production for 

different module types and different module orientation are determined for available 

installation area in Osijek, Croatia, oriented as it is shown in Fig. 3. 

North

South

EastWest 14 m

20 m

 
Figure 3. Orientation of Observed Area of the Installation of the PV Modules 

 

For the given latitude (45°33′24″N) and longitude (18°41′44″E), the average daily solar 

irradiance G for a 15-minute periods on a fixed plane are taken from PVGIS [15] for the 

south orientation and inclination β in the step of 1 degree for a range of 5 to 40 degrees. 

Cases with module angle less than 5 degrees are not considered due to significant 

influence of dust deposition [16], [17] and [18]. Technical characteristics of PV modules 

on which measurements were conducted are given in Table 1 
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Table 2. Technical characteristics of the tested PV modules [19], [20],[21],[22] and [23] 

 
Bisol 

BMO 250 

Bisol 

BMU 

250 

Panasonic 

VBHN240 

Solar 

Frontier 

SF-150 

Masdar 

MPV100-S 

Maximum Power 

(W) 
250 250 240 150 100 

Short Circuit 

Current (A) 
8.8 8.75 5.85 2.2 1.57 

Open Circuit 

Voltage (V) 
37.9 38.4 52.4 108 100 

MPP Current (A) 8.2 8.25 5.51 1.85 1.33 

MPP Voltage (V) 30.5 30.3 43.7 81.5 76 

Power 

Temperature 

Coefficient γ 

(%/°C) 

-0.39 -0.35 -0.3 -0.31 -0.2 

NOCT (%) 44 44 48.3 47 N/A 

Module 

Efficiency (%) 
15.3 15.3 19 12.2 6.99 

Module 

Efficiency under 

Real-Life 

Conditions* (%) 

14.15 14.15 N/A 9.04 N/A 

Length (mm) x 

Width (mm) x 

Thickness (mm) 

1649 x 

991 x 40 

1649 x 

991 x 40 

1580 x 798 

x 35 

1257 x 

977 x 35 

1300 x 

1100 x 32 

 

3.2 Measurement results 

 

In order to determine the influence of shading on the output power of each tested PV 

module, the measurement is conducted in the Laboratory for sources of Faculty of 

Electrical Engineering, Computer Science and Information Technology Osijek. 

Measurement is performed as it is described in Chapter 2.1.  
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Figure 4. Measurement Results of the Output Power of the Landscape Oriented PV 

Modules in Respect to As/A 

 

Measurement results of the output power of the landscape oriented PV modules in respect 

to the ratio of the sunny part and the total module surface are presented in Figure 4. 

The shading factor is calculated for each measurement step using expression (1). 

Calculated values of the shading factor of the landscape oriented PV modules in respect 

to the ratio of the sunny part and the total surface is presented in figure 5. 

 

 
Figure 5. Calculated values of the shading factor of the landscape oriented PV modules 

in respect to As/A 
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Figure 6. Measurement Results of the Output Power of the Portrait Oriented PV 

Modules in Respect to As/A 

 

Piecewise linear approximation is conducted and the function ηs(As/A) is obtained. Thus, 

when calculating energy production using (2), a shading factor is calculated according to 

the given ratio of the sunny part and the total module surface that can be calculated using 

(6). Measurement results of the output power of the portrait oriented PV modules in 

respect to the ratio of the sunny part and the total module surface are presented in Figure 

6. 

 

Calculated values of the shading factor of the portrait oriented PV modules in respect to 

the ratio of the sunny part and the total module surface are presented in Figure 7. 

Piecewise linear approximation is conducted and the function ηs(As/A) is obtained.   

 

 
Figure 7. Calculated values of the shading factor of the portrait oriented PV modules in 

respect to As/A 

 

3.3 Calculation of expected energy production for different PV modules 

 

Optimal configuration of PV systems providing maximal annual energy production for 

different module types and different module orientation are determined as it is described 

in Chapter 2.3.  
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For example, annual energy production of BMU 250 PV module (landscape orientation) 

in respect to the number of rows for the given module angle is presented in Figure 8.  

 

 
Figure 8. Annual energy production of BMU 250 PV module (landscape orientation) in 

respect to the number of rows  

 

 
Figure 9 Annual energy production of Masdar PV module (portrait orientation) in 

respect to the number of rows  

 

The annual energy production of Masdar PV module (portrait orientation) in respect to 

the number of rows for the given module angle is presented in Figure 9. 
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Table 2. Optimal configuration of PV power system providing maximal annual 

production for landscape (L) and portrait (P) orientation 

 
 

4 Conclusion 

 

In this paper influence of shading on output power of different PV modules technologies 

in respect to shaded area is presented. Optimal configuration of the PV system with 

different PV module technologies providing maximal annual production for landscape 

and portrait orientation of the modules is determined.  
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Abstract This paper deals with experimental tests on dark fermentation 

(DF) carried out with different powered Fe° concentrations. The anaerobic 

corrosion (AC) of Fe° and the production of H2 through fermentation, were 

tested separately, while tests with Fe° supplement on DF at 1 g/L and 2 g/L 

of Fe° were conducted to ascertain synergic effects. Results of the Röels 

approach of relaxation times (τR) suggested that Fe° AC and DF are 

concurrent phenomena. A positive synergic effect was experimentally 

verified: H2 production increased of 44% than the control test and of 35% 

compared with summation effect of AC and DF. In addition, Fe° 

supplement provokes decreases of CO2 yield of 56% in the case of 2 g/L of 

Fe° addition. This is in agreement with literature references, which advance 

the enzymatic activity enhancement due to the action of S-Fe clusters of 

Pyruvate: ferredoxin oxidoreductase (PFOR) enzyme to shift electrons 

towards hydrogenases. 
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1 Introduction 

 

Iron cycles are being extensively under studied in different areas, from groundwaters 

remediation techniques [1] to iron fertilization in ocean’s geobiochemistry [2]. In the field 

of anaerobic digestion (AD), recent researches have addressed the topic of metals 

supplementation to biological systems for the enhancement of biohydrogen and/or 

biomethane production making the anaerobic fermentation process more attractive. 

However, the metal interactions with the biological phase of AD has not been fully 

assessed, due to the great variety of involved microorganisms, each of them containing a 

large number of different enzymes. The use of AD is widely diffused, not only in 

developed countries but also in developing countries where alternative energies are also 

gaining ground at different scales [3]. Nevertheless, biogas composition reaches at 

maximum 70 % CH4, but in most cases is around 40-60 % with large fraction of CO2 (> 

30%). Biogas upgrading represents additional steps with important repercussions in 

operational and capital expenditures, which ultimately reduces the energetic gain of the 

process [4].  

 

Recent studies show a clear trend: the addition of zero-valent metals positively influences 

the generation of methane in AD and hydrogen in dark fermentation (DF). For example, 

the first studies of Yang et al. in  2013 [5] showed that at low doses 1.7 g/L of nano-

structured Fe°, CH4 production increased up to 10%. More encouraging results were 

obtained by Hu et al.  [6], achieving more than 60% increase in methane yield, using 

different doses up to 20 g/L of nanostructured Fe° and waste iron scraps. Abdelsalam et 

al. [7] tested cobalt, nickel, iron and magnetite at a very small scale (around 7-28 nm) 

and low concentrations (1-20 mg/L) discovering a bio-stimulatory effect with biomethane 

production increase of 50% or more.  

 

Furthermore, Meng et al. [8] observed the degradation of propionate into acetate in DF 

using a Fe° supplemented consortium of microorganisms. Their results suggested that the 

addition of Fe°, and the generation of ions Fe2+ as product of corrosion, might be 

correlated to a significant enhancement in the activity of iron-containing enzymes. 

Particularly, the activity of the Pyruvate: ferredoxin oxidoreductase (PFOR), which 

presents active S-Fe sites involved in the hydrogen production process with different 

anabolic pathways [9]. 

Owing the present interest into the separation of the biological steps in AD into phases, 

as two steps AD (TSAD)  [10] and, in order to increase the overall energy production, 

the present study concerns the evaluation of the effects of Fe° addition in the first step: 

the acidogenic one where H2 is produced. The aim is to evaluate whether the dynamics 

of the two main phenomena involved, AC of Fe° and DF play a synergic effect. For this 

purpose, several experimental tests were carried out with and without Fe° addition on DF, 

and the obtained data were analysed using the Röels approach [11], which evaluates 

dynamic interactions between concurrent processes.  
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2 Relaxation Times (τR) Approach 

 

Röels demonstrated that for a given phenomenon [11], with a first order rate, the passage 

from an equilibrium Csi to a new one under an external perturbation, of matter and/or 

energy, Csi
' could be considered occurred, relaxed, after a time called relaxation time (τR). 

The τR for first order systems corresponds to a time interval between Csi and a fraction of 

(1-1/e) of Csi
' (Figure 1).  Following Röels, only phenomena having τR of the same order 

of magnitude are mutually effecting the dynamics of the apparent phenomena. Two 

phenomena with τR different than one order of magnitude are not concurrent (i.e. there is 

no interaction because they are frozen or relaxed). For a general flux process of first order, 

where the flux (J) is directly proportional to the driving force (ΔX): 

 

𝐽 =  𝑘𝛥𝑋        (1) 

 

the relaxation time is: 

 

 𝜏𝑅 = 
1

𝑘
          (2) 

 

However, within biological systems, first order kinetics are rarely applicable, hence the 

rate expression corresponds to a higher order relationship: 

 

𝑟 = 𝑓(𝑋)        (3) 

 

In the case of higher order systems, Eq. 3 can be linearized [12] and written in a form 

similar to flux equation: 

 

𝑟 =
𝑓(𝑋)

𝑋
∗ 𝑋        (4) 

 

hence the relaxation time is: 

 

𝜏𝑅 = 
𝑋

𝑓(𝑋)
         (5) 

 

since Eq. (5) for higher order systems is not a constant, a proper X (i.e. mean value of X, 

within the studied interval) should be selected for the evaluation of τR.  
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Figure 1. Relaxation time of phenomena 

 

Ruggeri et al. [13] noted that Eq. (5) allows the estimation of an actual relaxation time 

from experimental data, using the difference between the actual state and a new one due 

to the dynamic interactions of the system, experimentally evaluated.  

 

3 Anaerobic Corrosion (Ac) Of Iron 

 

The supplementation of Fe° to biological systems represents an additional challenge for 

the study of the very complex biological systems. The interaction of Fe° with water, under 

anaerobic conditions, can be easily visualized using pH/Red-Ox potential plots or 

Pourbaix diagrams [14]. Water can be reduced with evolution of hydrogen or oxidized 

with evolution of oxygen. Other products of AC include solid oxides (e.g. magnetite and 

haematite) and dissolved ferrous and ferric compounds. 

 

Table 1 reports the reaction involved in the anaerobic corrosion of Fe°. Since the 

supplemented Fe° in this type of experiments is granular, with dimensions in the order of 

micrometres, with large specific surface, it is expected to interact actively to reach 

thermodynamic equilibrium stated by Pourbaix diagram. 

 

Table 1. Reactions involved in the anaerobic corrosion of iron 

Reaction ΔE° 

(V) 

a)  𝑭𝒆(𝒔) → 𝑭𝒆𝟐+(𝒍) + 𝟐𝒆− +0. 41 

b)  𝑶𝟐 + 𝟒𝑯
+ + 𝟒𝒆− → 𝟐𝑯𝟐𝑶                                           +1.23 1 

c)  𝟐𝑯+ + 𝟐𝒆− → 𝑯𝟐    
                                                                                       0.00 2 

𝒅) 𝑭𝒆(𝒔) +  𝟐𝑯𝟐𝑶 (𝒍)
→ 𝑭𝒆𝟐+(𝒍) + 𝟐𝑶𝑯−(𝒍)
+ 𝑯𝟐(𝒈) 
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In the case under study, the anaerobic environment is characterized by a pH ranging in 

5.2-6.6 and Red-Ox potential < -350 mV; from Pourbaix diagram the stable form of iron 

is Fe2+, hence reaction a) and c) of Table 1 occur. The progress of the corrosion was 

experimentally observed through the evolution of hydrogen gas in the system, which 

follows a saturation logistic behaviour described as: 

 

𝐻𝐴𝐶(𝑡) = 𝐻𝑚𝑎𝑥 ∗
𝑡

𝐾𝑠+𝑡
       (6) 

 

HAC(t) represents the cumulative specific hydrogen production (mL/gFe) at a given time 

(t) and Hmax is the overall quantity of produced gas (ml/gFe), which is the asymptotic 

value, and Ks is the half-saturation constant of the system. In order to evaluate the τR of 

AC, Eq. (6) was used to best-fit the experimental data and by applying the definition of 

τR and using Hmax value, its numerical estimation was performed. 

 

4 Dark Fermentation 

 

Bioreactors used for DF contain a different microbial culture, where methanogenic 

species are not present, and the population is mainly dominated by fermentative 

organisms, producing volatile fatty acids (VFA), H2 and CO2. Hydrogen Producing 

Bacteria (HPB) in DF systems are strict or facultative anaerobic microorganisms [15] 

using several metabolic pathways with similar enzymatic mechanisms. Hydrogen 

production is mediated at cellular level through the action of metalloenzymes, named 

hydrogenases, which can present different metallic active sites: Ni-Fe for [Ni-Fe]-

hydrogenases and Fe-Fe for [Fe-Fe]-hydrogenases [16].  

 

𝐻𝐷𝐹(𝑡) = 𝐺𝑚𝑎𝑥 ∗ 𝑒𝑥𝑝 { − 𝑒𝑥𝑝 [
𝑅𝑚𝑎𝑥∗𝑒

𝐺𝑚𝑎𝑥
  (𝜆 − 𝑡) + 1] }   (7) 

 

The modified Gompertz model (Eq. 7) has been extensively used for describing gas 

evolution kinetics for fermentative systems [17]. In the afore mentioned equation, HDF(t) 

represents the cumulative specific hydrogen production (mL/gSV) at a given time (t) due 

to DF phenomenon, Gmax is the overall quantity of produced gas (ml/gSV), Rmax  the 

maximum gas production rate (mL/g SV*h), λ is the lag phase (h) and e is the Euler’s 

number. The production of hydrogen, modelled through Eq. (7) permits the description 

of the dynamics of the system and the evaluation of τR. The modelling and the calculation 

of the τR  for DF is then a comprehensive approach, which contains a contribution due to 

characteristics of the biomass and substrate (e.g. composition, structure, reactivity) and 

to the operational conditions (i.e. mixing rate, initial pH, Red-Ox potential and 

temperature) imposed for the tests, describing macroscopically the performance of the 

system. 

  



220 10TH INTERNATIONAL CONFERENCE ON SUSTAINABLE ENERGY AND ENVIRONMENTAL 

PROTECTION (JUNE 27TH – 30TH, 2017, BLED, SLOVENIA), RENEWABLE ENERGY SOURCES 

C. E. Gómez Camacho, F. I. Romano & B. Ruggeri: Enhanced Biohydrogen Production 

and CO2 Sink by Powered Fe° Addition in Dark Fermentation 

 

5 Materials and Methods  

 

5.1 Preparation of the feedstock and batch procedure 
 

The tests were performed in batch mode and they are divided into two types: AC tests 

and DF. For the first set of test (Series A), the corrosive phenomenon was studied under 

similar operative conditions of DF, without the organic and biological phase. The second 

batch of tests (Series B) included the presence of the biological phase (inoculum) and the 

substrate using a fermentation broth with three types of configurations: i) a non-

supplemented Fe° (i.e. the DF system alone), ii) a fermentation broth supplemented with 

iron filings at a concentration of 1 g/L and iii) a fermentation broth supplemented with 

Fe° at 2 g/L. 

 

The Series A tests were conducted with samples placed in closed 500 mL serum bottles, 

using a working volume of 100 mL of deionized water and adding Fe° (Kremer Pigmente 

GmbH & Co. 54600, Sieve mesh 315 µm) to reach an approximate concentration of 1 

g/L. The pH was adjusted in the range 5.2-6.6 with 2M HCl, N2 was flushed for 5 minutes 

to reach anaerobic conditions, and then bottles were sealed with rubber bungs and silicone 

to avoid gas leaks. The selected carbon source for tests of Series B was an assorted residue 

of Organic Market Waste (OWM), collected from a local market.  

 

Mixed fruit and vegetable wastes were collected and  crumbled by a kitchen food grinder, 

diluted with tap water in an approximate ratio of 1:1. Subsequently a basic pre-treatment 

was applied adding a 2N NaOH solution to stabilize the substrate at pH=12, and it was 

placed for 24 hours in a thermostatic chamber at 30 ± 1 °C. After the basic pre-treatment, 

the substrate was reset at pH=7 using a 2M HCl solution. The fermentation broth was 

composed by the pre-treated substrate, pre-treated cow manure (in order to kill all the 

methanogens present [13]) as inoculum in a ratio of 10% (v/v); anaerobic conditions were 

also assured by flushing N2 for 10 minutes. Series A and B were conducted in triplicate, 

in a thermostatic chamber at 30±1°C continuously stirred by an orbital shaker at 120 rpm 

until the gas production ceased. 

 

5.2 Analytical measurements 

 

The Total Solids (TS) and Total Volatile Solids (VS) were evaluated according to the 

standard procedure [18]. The pH was measured using a CONSORT P903 device (LAISS 

Apparecchi Scientifici, Turin, Italy). The acid water-displacement (pH=2) method was 

used to measure the cumulative gas production, employing a gas meter flask connected 

to a collector bottle. The produced gases were analysed using an off-line gas 

chromatograph device (Varian Micro-GC CP-4900, Palo Alto, USA) equipped with two 

columns: i) Poroplot U column for CO2 determination (85° C injection temperature, 200 

KPa, Ar as carrier) and ii) molecular Sieve type device for H2, CH4, CO, O2 and N2 

determination (95°C injection temperature, 200 KPa, He as carrier). 
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6 Results 

 

6.1 Anaerobic corrosion  

 

Data from corrosion exhibit no lag phase, which is expectable since the corrosive 

phenomenon does not required an activation step to occur (i.e. the corrosion rate is 

maximal at t=0 and then it progressively reduces). By using Eq. (6) with a correlation 

coefficient of 0.97 (R2=0.97), Hmax and Ks were evaluated (see Table 3). However, it 

should be noted that the selected iron powder is not micro-structured but consists of 

particles of random size (not exceeding 300 μm) and provided an experimental H2 yield 

of 23 % of the stochiometric value; this yield is, nevertheless, similar to AC of 

nanostructured Fe° [6]. A closer look to the corrosion reaction (Table 1) suggests that the 

reaction between Fe° in water can be considered as first order kinetics differently than 

other authors that consider H2 production in AC as autocatalytic kinetics [19]. 

 

6.2 Dark fermentation with Fe° 

 

The chromatographic analysis of the produced biogas revealed that there was no CH4 in 

it, and that the gaseous mixtures for each sample consisted of CO2, H2 and N2, 

guaranteeing, as planned, that methanogenesis did not develop during the tests. 

Experimental data for produced gas during DF (H2 and CO2) were best fitted satisfactorily 

(R2>0.99) by Eq. 7, as reported in Figure 2.  This figure also advances possible synergistic 

effects of iron supplementation on the system, even at low concentration of Fe°. Some 

interesting effects can be revealed observing experimental data reported in Table 2.  

 

Table 2. Fermentation Parameters 

Fe° (g/l)   0 1 2 

TS (g/l) Initial 43,46 43,46 43,46 

Final 31,77 33,75 35,55 

∆ST 11,69 9,71 7,91 

VS (g/l) Initial 34,98 34,98 34,98 

Final 20,85 22,17 23,79 

∆SV 14,13 12,81 11,19 

pH Initial 7,4 7,4 7,4 

Final 5,75 5,79 6,03 

 

In the supplemented Fe° DF tests, the final broth was filtered, carefully separating visible 

iron traces. The concentration of VS and similarly the concentration of TS, showed a 

minor removal as the amount of iron increased.  

 

6.3 Synergic effects and dynamic phenomena  

 

The planned macroscopic analysis of the system was conducted using the collected 

parameters from the Series A and Series B, obtained through the modelling of gas 
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evolution for each case, presenting an image of the associated dynamics. The values of 

the τR applying the procedure reported in Section 2, for each phenomenon separately and 

for Fe° supplemented DF samples showed that both phenomena AC and DF have τR of 

the same order of magnitude: between 33 to 58 hours suggesting that there is a dynamic 

interaction among them (Table 3). 

 

Moreover, the reported Gompertz parameters exhibited an increased lag phase with the 

addition of Fe°. This indicates that the activation period required for fermentation is 

longer when corrosion takes place, probably because of the interaction between the 

generated Fe2+ ions with the microorganisms, which might be able to metabolize it at 

cellular level, generating an enzymatic  enhancement in iron-containing enzymes related 

to H2  generation, as suggested in literature [8]. 

 

Table 3. Model parameters and τR 

 
 

 
Figure 2. H2 and CO2 evolution during dark fermentation 

  

Figure 3 shows the cumulative of the H2 evolution, where synergic effects predicted by 

Röels approach are confirmed 
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Figure 3. Cumulative H2 evolution and H2/CO2 ratio 

 

The quantity of H2 generated in AC is very low compared to the H2 generated by DF. The 

contribution of AC hydrogen, considering it as a purely additive phenomenon to the dark 

fermentation, does not explain, in any case, the greater amount of H2 assessed for the 

supplemented samples, as reported in Figure 3, which is of 44% greater than the control 

test and  35% compared with summation effect of AC and DF. The products of AC might 

promote an enzymatic enhancement in DF. 

 

 
Figure 4. Simplified propionic acid degradation pathway for Clostridia 

 

For example, the degradation of propionate to acetic acid, which is a common metabolic 

pathway in Clostridium species [10] is possible due to concatenated activity of several 

enzymes  (Figure 4). The action of dehydrogenase, PFOR, phosphotransacetylase and 

acetate-kinase supported by Ferredoxin (Fd) redox mediator play a fundamental role for 

the production of H2.  The PFOR and Fd are iron-containing proteins, whose active sites 

strongly depends of Fe coordination; in addition Fd formation and its function as electron 

carrier in bacteria has been related to the availability of iron [20]. There is evidence that 

suggests the PFOR catalyses also the reverse reaction (the carboxylation of Acetyl-CoA 

into pyruvate), which ultimately serves to  biomass formation [9]. This latest fact might 
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help elucidating the higher amount of VS found in the exhausted broths (Table 3) and the 

lower CO2 production, which is 56% lower than DF alone. 

 

7 Conclusions 

 

The effects of the supplementation of metals to the fermentative systems have generated 

a wide field of study, where, concurrent phenomena affect different parameters of the 

process. Chemotropic organisms obtain their energy by extracting an electron flow 

passing through different Red-Ox cycles, relying on enzymes and carries at different 

potentials. Iron supplementation and metabolization by the biological phase suggest an 

increased activity and availability of the metallo-enzymes and electron carriers. The 

presented results and the Röels macro-analysis of the system indicate that Fe° 

supplementation on DF is able to increase the production of hydrogen confirming that 

synergistic effects are present and that there is a synchronized dynamic between Fe2+ and 

microorganism’s activity due to the same relaxation time. This leads to beneficial effects 

on H2 production as well as on increasing microorganism growth with CO2 capture. 

Finally, more research is needed to assess the impact of iron in the overall performance 

of larger-scale reactors. 
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Abstract Biomass gasification is a technology which presents several 

important advantages of the bioenergy for producing heat, power and 

biofuels for useful applications. In this article, the biomass gasification with 

CO2 capture technology was studied for converting the treated syngas into 

electricity by means of a combined cycle power plant. Thus, the CO2 pre-

combustion capture by means of the chemical absorption technology was 

studied for determining its effects on the syngas quality and consequently, 

the performances of a gas turbine power plant with an HRSG (Heat 

Recovery Steam Generator) with a total power installed of 10 MW. The 

chemical solvent used for the CO2 capture separation was 

monoethanolamine with a mass concentration of 30 wt. % considering a 

CO2 capture efficiency of 90 %. The efficiency penalty imposed by the 

solvent regeneration was approximately of 20 %. 
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1 Introduction 

 

The energy sector is one of the responsible factors for increasing the greenhouses gases 

concentration in our atmosphere due to the contribution of the fossil fuels, especially coal, 

in the worldwide energy mix. Thus, the targets of the European Union (EU) consist in 

reducing the GHG emissions with 20 % until 2020 (1990 level is considered as reference) 

[1]. In this context, more solutions have already been proposed: to increase the global 

efficiency for whole life cycle energy chain; to replace the fossil fuels with renewable 

energy sources or nuclear resources; or to integrate the Carbon Capture, Transport and 

Storage (CCS) technologies into the power plants [2]. Each solution has some restrictions 

but the most relevant restriction is based on the electricity generation cost increase [2-3]. 

 

So as to reduce the climate change effects, the CCS technologies were developed into 

three main processes: post-combustion; pre-combustion; and oxy-combustion. The 

carbon dioxide captured is transported to different sites in order to be stored into natural 

or artificial underground reservoirs [2].  

 

In the scientific literature the Integrated Gasification Combined Cycle (IGCC) plant with 

CCS is considered a promising way of producing electricity [4-5]. In this case, the CO2 

capture efficiency is around 90 %, with a smaller efficiency penalty due to the CCS 

integration [6-9]. 

  

In this paper, we analyzed two schemes for integrating the chemical absorption process 

into an IGCC power plant with a gas turbine of 10 MW and an HRSG (heat recovery 

steam generator) unit: the pre-combustion and post-combustion. In the pre-combustion 

scheme, the chemical absorption process is integrated prior to the combustion chamber 

in order to separate the CO2 from the syngas produced by the gasification unit. In the 

post-combustion case, the carbon dioxide is separated from the flue gasses after leaving 

the gas turbine. For the chemical solvent regeneration (in this paper, we chose 30 wt. % 

ethanolamine), the steam provided by the HRSG unit was used. The results obtained (the 

net efficiency of the IGCC plant, the levelized cost of electricity and the CO2 cost 

avoided) were compared with the IGCC without CCS capture unit (considered as 

reference). 

 

2 Biomass Power Plant Configurations  

 

The biomass power plant is presented in Figure 1. The syngas obtained in the sawdust 

gasification process with oxygen is transported to the gas turbine but not before removing 

from it the undesirable components such as dust and sulphur dioxide in the syngas 

cleaning system. 

 

The IGCC plant presented in Figure 1 contains a gas turbine (GT) and a steam turbine. 

The parameters of the steam turbine depend on the heat amount generated in the HRSG 

unit. If the heat amount is low, the natural gas is introduced in the HRSG post-combustion 
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unit. The total power generated by the IGCC is the sum of the power generated by each 

steam and gas turbine. 
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Figure 1. Biomass power plant 

 

For reducing the CO2 emissions generated in the atmosphere together with the flue gases, 

the chemical absorption process could be integrated before (first case) the combustion 

chamber or after (second case) the HRSG (Heat Recovery Steam Generator). In the first 

case, less carbon dioxide participates in the syngas combustion. However, due to the 

presence of the CO in the syngas, the carbon dioxide will be found in the flue gases but 

in a lower concentration as compared with the reference case. In the second case the CO2 

concentration in the flue gases will be smaller than in the first case but a higher amount 

of biomass is needed in order to have the same power generated. 

 

For simplifying the analysis of the IGCC plant, the followings assumptions were made: 

 

a) The exhaust flue gases temperature was considered to be of 150-170 °C; 

b) The oxygen compression work for gasification unit was neglected in the net 

efficiency determination; 

c) For all the cases analysed, the net power of the gas turbine SGT-400 was 

considered to be of 10 MW; 

d) The steam for solvent regeneration was extracted at 3.5 bar from the steam 

turbine, thus, the net power of the steam turbine was changed according to the 

L/G ratio in the CO2 capture process; 

e) The parameters of the steam at the inlet in the steam turbine were considered 

to be of 90 bar and 500 ◦C; 

f) The net CO2 capture efficiency was considered to be of 90 %; the L/G ratio 

was changed for the cases studied; 

g) The chemical solvent used was ethanolamine in a weight concentration of 30 

%; 

h) The mechanical work for the CO2 compression has not been taken into account 

in this study. 

 

It is worth mentioning that the amount of the biomass was the same for the cases analysed. 

For the reference case, the amount of the biomass (sawdust) was of 105775.4 kg/h so as 
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to generate 10 MW in the gas turbine and 3.8 MW in the steam turbine. The cases 

presented will be compared according different indicators such as: total power generated; 

net efficiency of the IGCC; CO2 emissions factor. 

 

The net efficiency of the IGCC was determined with Eq. 1. 

 

HRSGs

PCTATG

QLHVB

PPPP




       (1) 

 

where, the PTG, PTA, PC, PP is the net power of the gas turbine, steam turbine, compressor 

and pump respectively, in MW; the Bs – the syngas flow before the combustion chamber, 

in kg/s; the LHV – the low heating value of the syngas, in MJ/kg; the QHRSG – the thermal 

energy flow consumption in the Heat Recovery Steam Generator with post-combustion, 

in MJ/s. The post-combustion in the HRSG is needed for generating steam with 90 bar 

and 500 °C. 

 

The CO2 emissions factor was determined with Eq. 2. 
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where, the mCO2 – is the carbon dioxide flow in the exhaust flue gases, in kg/h.  

 

2.1 CO2 capture by chemical absorption  

 

The chemical absorption process for the carbon dioxide capture is one of the promising 

ways to reduce the climate change associated to the energy sector. The chemical 

absorption process is represented in Figure 2 consisting in two columns: absorption and 

stripper unit.  
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Figure 2. CO2 capture by chemical absorption technology 
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For the chemical solvent regeneration, a certain steam flow from the steam turbine is 

extracted. The parameters of the steam extracted are established according to the 

chemical solvent flow and the lean loading solvent imposed. In both cases, pre- and post-

combustion, the CO2 capture efficiency was of 90%. 

 

2.2 Pre-combustion integration of the chemical absorption process in power 

plants 

 

By the pre-combustion integration of the chemical absorption process into the power 

plant, we aim to increase the quality of the syngas produced before the combustion 

process. For this case, the L/G ratio was of 2.19 mole liquid/mole flue gases. 
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Figure 3. IGCC with CO2 pre-combustion  

 

2.3 Post-combustion integration of the chemical absorption process in power 

plants 

 

In this case, the flue gases are treated after the combustion stage and before being 

evacuated in the atmosphere. As in the previous case, the amount of the steam is extracted 

from the steam turbine according to the amount of the chemical solvent and the lean 

loading solvent after leaving the stripper unit.  
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Figure 4. IGCC with CO2 post-combustion 
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3 IGCC with Co2 Carbon Capture Assessment 

 

In this study, the characteristics of the fuel 100 % sawdust were presented in Table 1. 

 

Table 1. Thermal characteristics of sawdust 

Parameter Sawdust 

Proximate analysis (% wt.) 

Moisture 10 

Volatile matter (dry) 80 

Ultimate analysis (% wt. dry) 

Carbon 50 

Hydrogen 6 

Nitrogen 0.95 

Oxygen 42 

Sulphur 0.05 

Ash 1 

Low heating value (kJ/kg dry) 

Gross (HHV) 17984 

Net (LHV) 16629 

 

In all the cases studied in this paper, the Siemens Gas Turbine SGT-400 up to 14 MW 

and Steam turbine SST-150 up to 20 MW were used. 

 

The syngas composition before the combustion chamber is presented in Table 2. 

 

Table 2. Syngas composition 

Component Value, [%] 

Nitrogen 0.4797 

Carbon dioxide  12.7268 

Carbon monoxide 45.6096 

Hydrogen 40.6297 

Methane 0.5542 

Low heating value, kJ/kg 11882.5 

 

In the pre-combustion case (see Figure 3), before the combustion chamber, the syngas 

with the volumetric composition presented in Table 2 is treated in the chemical absorption 

for the CO2 separation. Thus, the CO2 content is reduced from 37690.61 kg/h to 3822.166 

kg/h (see the Table 3). The flow of the chemical solvent used was of 286000 kg/h for a 

flue gases flow of 130723 kg/h. 

 

The mathematical model and design assumptions for the gasification process are detailed 

in the paper [10]. 
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Table 3. Syngas composition after the CO2 pre-combustion process 

Component Value, [%] 

Nitrogen 0.4192 

Carbon dioxide  1.155 

Carbon monoxide 40.1856 

Hydrogen 35.655 

Methane 0.3852 

Water  22.2 

Low heating value, kJ/kg 12257.38 

 

All the processes were modelled in the ChemCAD program. For all the processes it is a 

assumed thermodynamic equilibrium; the SRK – Soave-Redlich-Kwong thermodynamic 

model was used for the gasification process and the Amine package for chemical 

absorption process.  

 

In the post-combustion case, the flue gases composition before the chemical absorption 

process is presented in Table 4. 

 

Table 4. Flue gases composition before the CO2 post-combustion process 

Component Value, [%] 

Nitrogen 73.9724 

Carbon dioxide  5.4666 

Oxygen 15.807 

Argon 0.9 

Water  3.854 

 

4 Results and Discussion 

 

All the cases were simulated considering the electricity as the only product. First of all, 

the performance of the IGCC without the chemical absorption process is highlighted in 

Figure 5 and 6 for different steam pressures at the inlet steam turbine according to the 

temperature in the combustion chamber. 
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Figure 5. IGCC efficiency for pst = 30 bar 

 

Increasing the steam pressure at the inlet in the steam turbine from 30 to 90 bar led to a 

raise in the IGCC efficiency due to an excess of power in the steam turbine. 

 

 
Figure 6. IGCC efficiency for pst = 90 bar 

 

However, a decrease of the CO2 emission factor is expected due to the IGCC efficiency 

increase. 
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Figure 7. CO2 emission factor 

 

In the pre-combustion case, the syngas obtained after the gasification process has a higher 

low heating value as a result of the CO2 removal. However, an increase of power was 

needed in the compression process for raising the flue gases pressure. Thus, the IGCC 

efficiency decreased and the CO2 emission factor increased with the syngas pressure 

increasing in the combustion chamber. The temperature of the syngas in the combustion 

chamber has been maintained at 900 °C. 

 

 
Figure 8. CO2 emission factor for pre-combustion case 

 

The energy balance for the IGCC was highlighted in Figure 9. A higher amount of the 

syngas is required to have in the gas turbine 10 MW at a low pressure of the syngas in 

the combustion chamber. Accordingly, the syngas temperature at the gas turbine outlet 

allowed to increase the power generated in the steam turbine. As a consequence, the CO2 

emission factor increased as the syngas pressure increased.   
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Figure 9. IGCC pre-combustion energy balance 

 

In the post-combustion case, the IGCC efficiency (Figure 10) decreased due to the 

amount of steam required in the chemical absorption process for the CO2 capture. Also, 

the efficiency penalty compared with the reference case varied between 18-22 % 

according to the temperature in the combustion chamber. 

 

 
Figure 10. IGCC post-combustion efficiency 
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Figure 11. CO2 emission factor and L/G ratio variation with temperature in the 

combustion chamber 

 

The CO2 emission factor was reduced in the IGCC post-combustion case to 74-134 

kg/MWh (Figure 11) according to the temperature of the syngas in the combustion 

chamber. For maintaining the CO2 capture process efficiency of 90 %, the L/G ratio 

increased from 0.88 to 1.78 mol_liq/mol_gas according to the temperature in the 

combustion chamber. In all the simulation cases, the lean loading solvent was kept to 

0.22 molCO2/molMEA. Due to the fact that the lean loading solvent and CO2 capture 

process efficiency were kept constant, the heat duty was approximately of 2.6 GJ/tCO2. 

 

5 Conclusions 

 

In this paper the integration of the chemical absorption process for the CO2 capture was 

analyzed in two cases: pre-and post-combustion. For the chemical solvent regeneration 

(MEA in a weight concentration of 30 %), a steam turbine uses the steam generated by 

the HRSG unit. The amount of steam generated depends on the syngas flow and the 

temperature in the combustion chamber.  

 

The integration of the chemical absorption technology in the pre-combustion led to 

reducing the parameters of the syngas to 50 °C and to the atmospheric ones. In this case, 

a lot of energy is lost because in the combustion chamber, the process takes place at 13 

bars and 900 °C. Thus, in this case, the efficiency decreases mainly due to the energy 

consumption in the compressor unit for increasing the parameters for air and flue gases. 

 

In the second case, when the chemical absorption is integrated in the post-combustion, 

the efficiency penalty varied between 18-22% compared to the reference case due to the 

steam amount required for chemical solvent regeneration. Thus, the steam was extracted 

at 6 bar and the L/G ratio varied between 0.88 – 1.78 mol_liq/mol_gas in order to 

maintain the CO2 capture process efficiency at 90 % for a lean loading of 0.22 mol 

CO2/mol MEA. In this case, the CO2 emission factor was reduced from 1081.3 to 134.5 

kg/MWh (considering the temperature in the combustion chamber of 900 °C). 
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1 Introduction 

 

The first objective of the electrical network is to be able to feed consumers. The 

integration and penetration of wind energy in power system have tended to be a dare for 

network managers, mainly, with wind turbines that do not tighten control of reactive 

power [1]. 

 

Many studies have been carried out to face the significantly increase of wind energy and 

its impact on power system operating [1-4]. Some authors focused their research on 

improving transient stability of the power system involving a distributed wind generation 

[1]. Others are more interesting on improving the performances of this power plant and 

working on various control strategies in order to optimize the extracted power from a 

wind energy conversion system [4].  

 

Some other researchers are interested in solving optimal power flow problem [2,3,5-7]. 

However, when the system operates within its security limits, the ability of the existed 

network to face a severe disturbance is concerned. In order to prevent such conditions, 

the network managers have to examine the network behaviour before any integration of 

a new power plant. They have to test the network ability in case of the most probable 

events and act properly. This process helps them to make decisions during the planning 

stage of any integration. In this paper, a case study where the integration of a new power 

plant highlights constraints on the network was presented. It examines the impact of a big 

power plant (2x245 MW) whose power generation represents 8% of the total generation. 

The first part of the paper describes the load flow calculation used to evaluate the network 

behavior. The second part describes the considered hypothesis in the study. The last part 

of the paper deals with simulation results and analysis. In conclusion, an appropriate 

solution has been made to reduce the constraints on the network. 

 

2 Load Flow Calculation  

 

The load flow calculation provides information about the network behaviour to the 

dispatching center. It concerns the obtaining knowledge of the voltage values (in angle 

and magnitude) in all the buses of a network according to the following equations: 
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Four variables are associated with each network bus i : 

 

Vi : the voltage magnitude. 

θi : the voltage angle. 

Pi : the net active power (generation-load). 

Qi : the net reactive power (generation-load). 

 

Depending on which of the above four variables are known (given) and which ones are 

unknown (to be calculated), three basic types of buses can be defined [8]: 

 

(P,V) bus : Pi and Vi are specified ; Qi and θi are calculated. (P,V) buses are 

normally used to represent generation buses. 

(P,Q) bus : Pi and Qi are specified ; Vi and θi are calculated. (P,Q) buses are 

normally used to represent load buses. 

(V,θ) bus : Vi and θi are specified; Pi and Qi are calculated. Generally, only one 

is required in the network. Known as balancing node or slack node, it equalizes 

the balance of networks powers. 

 

There are various methods, all iteratives, for resolving equations describing the behavior 

of a network in steady state [9-12]. In this study, the resolution algorithm is based on 

Newton Raphson method given by the following equation: 
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The Jacobian matrix, whose elements are partial derivative values of either P or Q with 

respect to either V or θ: 
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3 Considered Hypothesis  

 

The power system model includes the following high voltage levels: 60, 90, 150, 220 and 

400 kV. Due to the considered network immensity, only the new plant with its closest 

nodes is shown in Figure 1. 
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Figure 1 – Power system model. 

 

Geographically, the network consists of four interconnected areas (Center, East, West 

and South). The plants 1 to 5 are located in the West, the plants 6 to 9 and the new plant 

in the Center, the plants 10 to 16 in the East and the plants 17 to 19 in the South. 

 

Load hypothesis. The load curve shown in Figure 2 has an atypical background since the 

difference observed between the night dip, the morning load peak and the evening load 

peak. 

 

 
Figure 2 – Load curve. 
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To satisfy such a demand, the electric system operator must mobilize quickly enough 

(about 5 to 7 hours) an amount of generation more than 2300 MW to ensure the morning 

load peak (6200 MW at 14h00), giving an evolution close to 60%. Thereafter, the demand 

decreases by about 31% in only 4 to 5 hours and the operator must reduce the generation 

by nearly 1460 MW to reach 4704 MW at 19h00. Afterward, the operator remobilizes 

the generation again in record time: he must mobilize nearly 1700 MW (an increase of 

36%) in only 2 hours to ensure the satisfaction of the evening load peak (6400 MW at 

22h00). 

 

During the evening load peak periods, the electric system operators, therefore, must pay 

attention to the pace of generation increase to satisfy the increasing demand by 

connecting, in average, 15 MW per minute (the power of a little turbine). Thus, if power 

plants are uninterruptedly operating to ensure the basic load, others are required to operate 

during the peak periods. 

 

The study examines the evening load peak profile of 6400 MW and the night dip profile 

of 3840 MW. The profiles are examined in the healthy and disturbed states of the 

network. 

 

Generation hypothesis. The start-up plan has to conciliate the load satisfaction between 

the evening load peak and the night dip profiles. It must be chosen regarding the lowest 

cost of production (steam turbine then gas turbine of large size). 

 

The generating fleet taken into account is given in Table 1, Table 2, Table 3 and Table 4 

respectively for the West, Center, East and South interconnected areas: 

 

Table 1 Start-up plan in the West area 

Plant Style 

Nominal 

Capacity 

(MW) 

Evening peak  

(MW) 

Night dip  

(MW) 

Plant 1 
Steam 

Turbine 
60 60 60 

Plant 2 
Steam 

Turbine 
530 530 427 

Plant 3 Gas Turbine 362 339 - 

Plant 4 Gas Turbine 106 38 - 

Plant 5 Gas Turbine 345 345 345 

Total 1403 1312 832 
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Table 2 Start-up plan in the Center area 

Plant Style 

Nominal 

Capacity 

(MW) 

Evening peak  

(MW) 

Night dip  

(MW) 

Plant 6 Gas Turbine 60 60 60 

Plant 7 Gas Turbine 428 428 150 

Plant 8 Gas Turbine 172 172 - 

Plant 9 
Steam 

Turbine 
672 672 370 

New 

power 

plant 

Gas Turbine 2 × 245 2 × 245 2 × 230 

Total 1822 1822 1040 

 

Table 3 Start-up plan in the East area 

Plant Style 

Nominal 

Capacity 

(MW) 

Evening peak  

(MW) 

Night dip  

(MW) 

Plant 10 
Steam 

Turbine 
190 190 190 

Plant 11 
Steam 

Turbine 
85 85 85 

Plant 12 
Steam 

Turbine 
290 290 90 

Plant 13 
Steam 

Turbine 
840 840 840 

Plant 14 
Steam 

Turbine 
588 588 496 

Plant 15 Gas Turbine 321 291 - 

Plant 16 
Water  

Turbine 
136 136 - 

Total 2450 2420 1701 

 

Table 4 Start-up plan in the South area 

Plant Style 

Nominal 

Capacity 

(MW) 

Evening peak  

(MW) 

Night dip  

(MW) 

Plant 17 Gas Turbine 200 200 - 

Plant 18 Gas Turbine 460 460 180 

Plant 19 Gas Turbine 190 190 90 

Total 850 850 270 
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4 Simulation Results and Analysis 

  

The results are tabulated in Table 5 and Table 6 respectively for healthy and disturbed 

states of the network. 

 

Table 5 Power flows during the evening load peak in a healthy state of the network 

 

Nominal 

capacity 

(MVA) 

100% 

(2 ×
 245 

MW)  

in the 

new 

plant 

90% 

(2 ×
 220 

MW)  

in the 

new 

plant 

95% 

(2 ×
 230 

MW)  

in the 

new 

plant 

Nominal 

capacity 

(MVA) 

100% 

(2 ×
 245 

MW)  

in the 

new 

plant 

90% 

(2 ×
 220 

MW)  

in the 

new 

plant 

Line  

Node 1-

Node 2 

118 75 -36% 66 -44% 80 -32% 

Line  

Node 1-

Node 3 

238 14 -94% 11 -95% 19 -92% 

Line  

Node 1-

Node 4 

238 282 18% 249 5% 243 2% 

Transformer  

220/60 kV 1 
80 76 -4% 74 -8% 73 -9% 

Transformer  

220/60 kV 2 
80 76 -4% 74 -8% 73 -9% 

 

Examination of the healthy state. Taking in account of the start-up plan in the Four areas, 

the situation analysis highlights transmission constraints on the 220 kV line between node 

1 and node 4 in case of evening load peak. The overload of this line reaches 18% of its 

nominal capacity. 

 

However, this overload can be reduced to 5% if the generation is reduced to 90% (2x220 

MW) in the new plant and increased in the West (48 MW in the plant 4).  

 

The overload of the line node 1 - node 4 does not disappear only if the generation is 

reduced in the new plant to 90%, increased in the West by 90 MW (68 MW in the plant 

4 and 23 MW in the plant 3) and reduced in the East by 36 MW in the plant 15. 

 

When the generation is reduced in the new plant to 95% (2x230 MW), increased in the 

West by 90 MW (68 MW in the plant 4 and 23 MW in the plant 3) and reduced in the 

East by 60 MW (10 MW in the plant 12, 12 MW in the plant 14 and 38 MW in the plant 

15) regarding to the first start-up plan, the overload of the line node 1 - node 4 will be 

reduced to 2%. The results are presented in Table 5. 
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Taking in account of the expected level of power at the night dip, the situation analyses 

provides no transmission constraint. 

 

Examination of the disturbed state. To examine the disturbed state of the network, three 

different disturbances were considered; these disturbances correspond to the downfall of 

one of the three 220 kV outgoing power lines node 1 - node 4, node 1 - node 2 and node 

1 - node 3 of the new power plant. The results are presented in Table 6. 

 

Table 6 Power flows during the evening load peak in a disturbed state of the network 

 

Nominal 

capacity 

(MVA) 

Downfall of the line 

Node 1 – Node 4 

Downfall of 

the line Node 1 

– Node 2 

Downfall of 

the line Node 1 

– Node 3 

MVA % MVA % MVA % 

Line  

Node 1-

Node 2 

118 223 90% - - 89 
-

25% 

Line  

Node 1-

Node 3 

238 60 -75% 38 -84% - - 

Line  

Node 1-

Node 4 

238 - - 288 21% 249 5% 

Transformer  

220/60 kV 1 
80 100 25% 82 -2% 75 -7% 

Transformer  

220/60 kV 2 
80 100 25% 82 -2% 75 -7% 

 

If the 220 kV line node 1 - node 4 drops the two transformers 220/60 kV installed in the 

new plant (node 1) will be overloaded by 25% and the transmission on the 220 kV line 

node 1 - node 2 will increase to 223 MVA which represents 90% of its nominal capacity. 

An amount of 30 MW will be required to import from the near network comparatively to 

the healthy state. 

 

In case of downfall of the 220 kV line node 1 - node 2, an important overload of 21% 

will be observed on the 220 kV line node 1 - node 4 regarding to its nominal capacity. 

The transmission on this line will be 249 MVA which represents 5% of its nominal 

capacity if the line node 1 – node 3 drops. 

 

5 Conclusion 

 

The aim of this paper was to examine the impact of a new power plant into the network. 

The examination has been performed considering the evening load peak and the night dip 

profile. The profiles were examined at the healthy and disturbed states of the network. 

 

On the basic of the achieved results, the main conclusions are: 
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The start-up selected makes fewer constraints to conciliate the load satisfaction between 

the evening load peak and the night dip profiles. However, in order to reduce the high 

level of the power transmitted through the 220 kV line between node 1 and node 4, it is 

necessary to reduce the generation of the new power plant to 460 MW, giving 95% of its 

nominal production, and to start-up all the reserves in the West. 

 

In case of the disturbed state, the two transformers 220/60 kV installed in the new plant 

(node 1) will be overloaded by 25% if the 220 kV line between node 1 and node 4 drops. 

This line will be overloaded by 21% if the 220 kV line node 1 – node 2 drops. 

 

From these results, one can concluded that to reduce the constraints, it will be necessary 

to reinforce the 220 kV link between node 1 - node 4. 
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Abstract In the paper the review of small kinetic turbines is presented 

suitable for rivers in Slovenia. Varieties of technologies appear in the last 

decade, particularly in the world-wide regions with high hydro-electric 

potential. The small size hydrokinetic turbines are less economically 

attractive, due to the relatively low efficiency, using only dynamic potential 

of the river. In general, no economic evaluations of hydrokinetic turbines 

are considering impact on river habitat and environment. The investment 

into hydrokinetic turbine is consequently higher. The load efficiency could 

be increased with the number of aggregates what leads to carefully 

balanced investment, operating and maintenance cost. Only the economic 

reason is obstacle for wide commercial use. The responsibility to the 

environment impact are forcing us to apply technologies with small short-

term profit, with technologies with less long-term impact on the 

environment. Authors believe that this area is an opportunity for Slovenia 

for research and technology development. 
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1 Introduction 

 

The world’s energy demand is increasing with growing population and industry needs. 

Addressing future energy sustenance and environment, the renewable energy resources 

have gain enormous attention in recent years, in order to provide energy with minimum 

environmental effect. 

 

The purpose of this paper is to review few technologies of hydrokinetic turbines. All 

water turbines are essentially kinetic turbines, the term kinetic highlights the potential 

free installation of the turbine rotor in the water flow like put wind turbines in the air 

stream. The essential difference compared with conventional water turbines is in layout, 

which does not require coverage or damming of the water flow, and then the conversion 

of the hydrostatic pressure in the flow velocity. This kinetic energy transformed into 

mechanical energy, which is now a synchronous or asynchronous power generators 

almost exclusively transformed into electricity. Due to the exploitation of only a part of 

the available hydro water energy, the power production is smaller as by classic water 

turbines. Consequently, the lower the efficiency of production and viability, due to lower 

production as compared with a conventional layout. In order to achieve greater 

production requires a large number of aggregates, which demands larger initial 

investment, maintenance of the entire system, and lowers overall economic assessment, 

to the extent that such investments are not rentable. However, if we consider not only in 

time economic calculation, but affection to the environment, small aggregates, the 

possibility of local production, self-sufficiency in electricity and similar factors, making 

these turbines also economically very interesting. 

 

2 Principles of Kinetic Turbines 

 

The natural power of water and air flow is in the interest of the public from ancient history 

and is investigating by researchers for many decades. The technologies developed in the 

area of kinetic water turbines are of very different concepts, mostly following the 

development of wind turbines. Small turbines are very suitable for domestic applications, 

as they are small and inexpensive. As initially mentioned, we put the water kinetic 

turbines in the water flow quite similar as we put the wind turbine in to airflow. That 

means that on the turbine rotor affect only the dynamic part of the available energy of the 

flow. Up to the required pressure drop, which drives the turbine impeller, it comes on the 

principle of water flow stop directly at front of the rotor and, from the pressure drop in 

the rotor weak flow. Therefore, we should expect the highest effect or efficiency to the 

extent as at wind turbines. The limit for horizontal wind turbines is known as Betz low. 

Considering that, we can expected at higher rotation speed of the rotor, the maximum 

efficiency of 59% of the available kinetic energy of the water flow. The energy lost is 

caused by diverting water flow from the turbine rotor blades. Due to the flow interruption, 

a rotor diverts part of the flow past the rotor blades in the radial direction. This fact lead 

to implementation of diffusors into kinetic turbines development, while diffusor with its 

form decrease this effect and at the same time decreases the flow velocities behind of 
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turbine rotor, which increases the flow pressure drop. The diffusors effect is described in 

a separate chapter. 

 

Interest in diffuser kinetic type of turbines are scattered throughout many parts of the 

world and the main area of applications of hydro-kinetic turbines are river flows on the 

tides. In this article, we are limited our research to the river current kinetic turbines. Their 

main advantage is that they not need dams, and they are put in the water flow stream with 

velocity greater than 0.5m/s [1]. Due to the relatively low investment and maintenance 

costs, this technology is seems to be the most cost-effective compared to others. This type 

of turbine is operating with extraordinary low environmental impact, and comparing to 

others renewable energy solutions primarily less dependent on the weather (as solar 

power), as water flow is continuous. The amount of the water is definitely year season 

dependent. This technology applies to renewable environmentally friendly, because the 

water passing through the generator directed back into the stream with a relatively small 

impact on the riverine environment. 

 

Hydro-kinetic turbines produce electricity directly from water stream of the river. The 

energy flux is dependent on the water flow, that is, the density, the cross-section and of 

velocity of the water (1). Around the world has been developed several different concepts 

using this potential power. The major concepts are linked to a turbine system, although 

there are other ways that are at the stage of investigation and prototyping tests. 

 

𝑃 =
1

2
𝜌𝑐𝑃𝐴𝑣

3    (1) 

 

where 

 

P … power, 

ρ … media density,  

cP … power coefficient, 

A … the cross-section area of rotor, 

v … velocity of the flow;  

 

The term “power coefficient” is usually used to define the common efficiency of the 

turbine power system. Generally is defined as the ratio (2) of the "electrical power 

produced” by kinetic-turbine" (Pout) and the available stream kinetic energy (Pin). 

 

𝑐𝑃 =
𝑃𝑜𝑢𝑡

𝑃𝑖𝑛
    (2) 

 

The power coefficient (Figure 1) also depends on the turbine type and on the ratio of 

circumferential velocity of the turbine rotor, at tip diameter, and of the water free stream 

velocity (tip-speed ratio - λ). 
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λ 

Figure 1: Power coefficient versus tip-sped ratio 

 

Somewhere between λ=0 and λ=10 is an optimum value, in this particular case λ=7 which 

represents the maximum extracted power. This is the condition in which the average 

velocity on the rotor disc is 2/3 of the wind speed according to Betz law. 

 

3 Overview of Kinetic Turbines 

 

Since year 2000, the kinetic water turbines are gradually developing and becoming wider 

interesting mainly due to lower environmental impact compared to traditional energetic 

systems. Therefore, various technologies emerging in the world, of course, varying in 

implementation success. 

 

The choice of the turbine layout depends on many factors that could be of technical, 

environmental and economic efficiency nature. One of the main factors is a way of 

converting kinetic energy into electricity, which is taken from the concepts of wind 

turbines. Depending on the water flow and the axis of the rotor, there are two basic types: 

axial with the axis in the flow direction, and "perpendicular", having a shaft that occur an 

angle to the flow direction. Axial turbines with axis parallel to the flow of water and are 

mostly propeller-type various combinations of the basic types of spatial water flow 

(Figure 2). In contrast, in transverse turbines where the water flow perpendicular, or at 

some other acute angle, to the axis of the rotor and are mainly cylindrical shape (Figure 

3). 

cP 

λ 

Betz limit 
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Figure 2: Axial turbines flow turbines [2] 

 

 
Figure 3: Cross flow turbines [2] 

 

Each type of turbines has their own advantages and disadvantages. 

 

Cross flow turbines are symmetrical, and have no problem with direction of flow 

changing; the generator may be in or out of the water. Some of them are not self-starting 

and the initial systemic momentum is needed. At these types, the size of operating torque 

varies depending on rotor angular position or angular speed.  
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At the axial turbine rotor types, the additional mechanisms for directing into the water 

flow is needed. 

 

+  

Figure 5: Example of horizontal hydro-kinetic turbine [3]. 

 

  
Figure 6: Example of vertical hydro-kinetic turbine [4]. 
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4 The Improvements to Increase the Efficiency of Hydro-Kinetic Turbines 

 

In order to achieve higher efficiency of hydro-kinetic turbines and better use of the water 

flow the improvements were found changing blades geometry and implementing the 

diffuser. The analyses with computational fluid dynamics (CFD) [5] were performed 

finding the flow stagnation areas and the positions of flow tearing were determined. The 

geometry of the rotor blade profile was changed to optimise water flow on blades. 

Afterwards, the implementation of the diffuser was analysed which significantly 

increased turbine efficiency in comparison with bare turbine is. As an example, we 

consider a kinetic water turbine rotor with a diameter of 0.5m, which is freely set in a 

water stream with velocity of 1.5m/s (Figure 7). 

 

 
Figure 7: CFD analysis of kinetic turbine with and without diffusor [5] 

 

 
Figure 8: Operating characteristics of turbine with and without diffusor depending on 

the ratio of the free flow against the maximum peripheral speed (TSR) [5] 

 

The outer band of the turbine (Figure 11), where the outlet diameter of the diffuser 50% 

larger than the inlet, resulted in a significantly higher-pressure drop before and after the 

rotor of the turbine, as in the case without the use of a diffuser. Height and the size of the 
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stagnation zone flow to the impeller is substantially increased, which enables also a 

greater yield and consequently greater power at the same speed of the flow (Figure 8). At 

the same time, it achieves a higher rotational speed, which is evident from the increase 

factor of the relationship between the circumferential speed of the rotor and the speed of 

the free-flow. 

 

The effect of the diffuser is therefore a twofold increase of the rotational speed of the 

rotor of the turbine, and achieved hydraulic power to the rotor shaft. From analyse results, 

from 380W to 650W, which means the 70% increase of efficiency at the same flow rate. 

In reality, we can expect up to a 50% increase, because we have to take into account 

losses that occur as a result of the additional flow diffuser losses and loss of electrical 

generator. Therefore, when assessing the economic impact considering the actual rated 

power of approximately 600W at the exit from the generator in this case. 

 

5 Some Commercial Implementations Suitable for Slovenian Rivers 

 

Hydro-kinetic turbine technologies have some advantages when compared with 

conventional hydropower energetic systems, the fact that it does not require large-scale 

construction works comparing to the classic versions of the hydro power plants. They 

have much lower impact on the environment and practically minimal visual impact, 

because the turbine is submerged and visually hidden in the river. River flow is stable 

and predictable source of energy with well-known parameters. Variants have some 

common characteristics. Provided preventive maintenance to take place every 10 years, 

while the estimated useful life of hydro-kinetic turbines is about 40 years. After finishing 

the lifetime of the turbine could be easily removed from the riverbed and leaving almost 

no trace. Technologies have a minimal impact on the environment, schedule works are 

significantly shorter compared to traditional hydro-electric projects, which naturally 

reduces the cost of the entire project. Unlike solar and wind energy, the energy is derived 

from hydro-kinetic turbines, produced continuously. It works by taking small, as well as 

the large river discharges; of course, by increasing the flow of increasing the flow rate of 

the river flow thus in turn increases the production of electricity.  

 

Hydrokinetic potential of river flows was relatively poorly studied and therefore in 

present time many researches investigate possibilities and solutions, recently. Due to the 

rapid and effective deployment of innovative turbines these technologies are suitable for 

countries with large water potential. In the selection of suitable sites for the installation 

of turbines, we must take into account the flow speed and water depth. Minimum flow 

rate should be 0.5m/s and depth approximately 4m. Turbines should be constantly 

submerged, even at low flow rates. To confirmed the data the elaborate of field study of 

the existing physical environment has to be done. In field-studies we have to establish 

river profile of flow velocity, water depth and the possible installation site to connect the 

turbine with electrical network. 
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Basic design parameters of hydro-kinetic turbines are: 

 

- Minimal impact on the ecosystem. 

- Minimal visual impact on the surrounding environment. 

- Competitive price compared to other renewable energy sources. 

- The water temperature. 

- Minimum river depth. 

- The volume of the river flow. 

- Seasonal fluctuations in flow. 

- Low maintenance. 

 

If appropriate it is possible to gradually add more turbines, thereby contributing to 

sustainable development. Produced energy can be integrated into a joint or isolated 

electrical network. 

 

All installations of hydro-kinetic turbines have to implement monitoring of the impact on 

the environment. The goals of the monitoring are:  

 

- Confirmation of the methodology of integration in the riverbed and the 

merits of the entire system.  

- Demonstrate the high efficiency and reliability of new technologies. 

- Assess the complexity of integration into the electricity grid. 

- Monitor impacts on the environment, particularly the impact on the habitat. 

 

Installation of kinetic-turbines in the river flow is equally challenging as finding place 

for a wind turbine. Method of placement depends very much on the concept of hydro-

kinetic turbines, axial or radial direction of water stream on the turbine, access to the 

turbine, turbine generator connection and, of course, places available in the river. The 

flow of the river has a velocity profile that depends on flow type, the river depth, and of 

the water capacity. 

 

5.1 TREK turbine, renewable energy research, Canada 

 

These turbines are based on innovative technology extracting wave energy, tidal stream 

and river stream. TREK technology is intended as an alternative technology, where 

classical hydropower technology cannot provide satisfactory because of environmental 

problems. Also, the produced electricity costs are competitive to other technologies that 

are based on renewable energy sources. 
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Figure 9: TREK turbine without a diffuser outlet, [6]. 

 

 
Figure 10: CFD flow presentation of TREK turbine, presented at the World energy 

conference [4]. 

 

TREK turbine is placed in riverbed. The generator is bulb type construction. TREK 

technology was specially developed primarily for the Canadian rivers, as response to 

market research, which showed the non-availability of technologies for Canadian colder 

climate, and consequently different criteria of operating conditions. The developed 

concept relies on the frozen surface of the river and major changes in water temperature. 

 

In 2009, the company RER obtained government approval and financial support to test 

the prototype TREK turbines in practice. He started the project installation TREK 

technology in the Saint-Lawrence River near Montreal, Canada. Before the actual course, 

they were carried out numerous tests and laboratory simulations, with many advanced 

modelling and simulation tools. Two TREK turbines were installed with an output of 

250kW power each. 
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First TREK turbine was submerged in August 2010. Some technical information about 

this turbine TREK-I: nominal power of 250kW; the frequency of 100Hz; flow velocities 

between 2 and 4.5m/s; the total efficiency up to 95%. 

 

 
Figure 11: Installation of the turbine on the Saint-Lawrence River, Montreal [7] 

 

5.2 SmarTurbine, FreeFlowPower corporation, USA 

 

FFP Company develops hydro-kinetic solutions in the field for which it believes provides 

exceptional opportunities for growth. Investors provides carbon-free electricity 

production high production reliability and lower cost than other forms of exploitation of 

renewable energy sources. Specialty developed turbine SmarTurbine for the low speed 

of rotation (2:1 compared to water) allows the passage of fish. The turbine design avoided 

any high-speed rotation that could cause turbulence and shear stress. It is installed below 

the level of the river traffic and requires the minimal construction on the river bank. 

Characteristic: overall diameter 3m; length 4.5m, 7 blades with diameter of 2.25m; 

weight 1360kg; coated with a diffuser; power output of 10kW at 60Hz; input water speed 

of 2.5m/s. 
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Figure 12: Turbine and a possible attachments: to bridge abutments, to pontoon, to 

pylon [8] 

 

5.3 Underwater Electric Kite – UEK corporation, USA 

 

The system is using the configuration of the two axial flow turbines. Each turbine is 

composed of five blades, which drive the common internal generator. Turbines are coated 

with a diffuser outlet, produced from the composite materials. The system has a built-in 

a common ring, which is extended in the direction of the axis, and guide the water into 

the turbine at a faster speed of the water flow. It creates a low-pressure area at the rear to 

increase the pressure difference and velocity of water through the turbine. The unit is 

anchored to the bottom with a mooring system in the tack. Patented anchoring system 

keeps the turbine in the water stream. Figure 12 is showing different types of attachment. 

The turbine can operate in a river or ocean currents velocity between 2 and 5m/s. 

 

 
Figure 13: UEK turbine, [10]  
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6 Economic Efficiency 

 

Investment costs such as coated kinetic water turbines were estimated based on similar 

projects that have already been implemented (TREK technology), the ratio of installed 

power and the necessary construction work. Thus, we estimate that the biggest part of the 

investment is €6,000 for turbine, €4,000 for construction, and €3,000 for installation 

costs. Cost of concession fees and land costs are not included. Our comparative 

investment could be estimated to €13,500 for an installed power of 0.6kW per unit. 

Operating time is estimated to 7,000 hours per year, which means that it can produce up 

to 4.2MWh. 

 

It is estimated that in the reference year 2013 the price of the produced electricity could 

be guaranteed as for the small hydroelectric power up to 1MW for €92.61/MWh, which 

is accounted in our example. 

 

Annual production at a guaranteed redemption price, is €388.96, shows that the return 

time of the investment is close up to 35 years, if we predict that the purchase price over 

the years will remain the same. Return on investment itself would be minimal, which 

means that it would be very difficult to obtain investment funds. As already mentioned, 

in the case of economic valuation of environmental damage caused, the economic picture 

is likely to be better. 

 

7 Conclusions 

 

An overview of hydro-kinetic turbines technologies has shown that there is a great 

interest of the research community for these new technologies, which are on the border 

of the economic acceptability. Due to the relatively low yield, compared to traditional 

layouts water turbines, which kept at bay and make use of all available water flow, 

hydrokinetic turbines for the production of leaner and therefore less profitable. If we 

begin to evaluate the harmful interventions in the environment, improved technology and 

increased efficiency of the turbines will become economically viable and attractive for 

investors. 

 

In Slovenia, we have some highly environmentally sensitive rivers that are not energy 

utilized in the conventional way. These environments are extremely interesting for the 

exploitation of the energy potential of hydrokinetic turbines. In addition, this is the 

economic arm of that in Slovenia we can technologically and commercially implemented. 

This means that this segment may also be one of the possible economic challenges and 

help recovery from the economic crisis in which our Slovenia situated. We believe that 

in Slovenia there is the knowledge, skills, and potential for production and installation of 

these turbines or entire turbine systems. 
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Abstract This work focuses on the implementation of a forecasting tool 

that facilitates the data processing and the projection over a long term 

period of environmental, technical and economic parameters associated 

with power generation alternatives (solar photovoltaic, wind turbines, 

small hydro, gasification of residual biomass, and diesel engines) for non-

interconnected zones. With the tool it will be possible to project three 

scenarios (high, medium and low) of parameter such as energy demand, 

renewable energy sources, as well as financial parameters like unit fuel 

cost, unit investment cost, unit fixed and variable costs for operation and 

maintenance. The tools will also evaluate each of the technologies taking 

into account economic criteria such as: Net Present Value and Internal Rate 

of Return. Finally, a case of study concerning solar and wind energy in San 

Andres Island will carry out to demonstrate the applicability of the tool. 
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1 Introduction 

 

Energy plays a decisive role in the socio-economic and environmental development of a 

country because the access to electricity creates conditions to alleviate poverty, increase 

social protection, and raise its standard of living. In the same way, the energization can 

increase the deployment of resources that are unexploited, creating the provision of 

services that, in some cases, are precarious. 

 

In the case of Colombia, the 3.3% of the population is not connected to the national grid. 

However, this percentage is distributed in 52% of the geographical area of the country, 

which means that half of the national territory is outside the interconnected system [1]. 

In addition, the electrical demand in Non-Interconnected Zones (NIZ) is supplied from 

fossil fuel plants. However, where such a solution is not possible, the use of renewable 

energy sources (RES) should be given. However, the expansion and penetration of new 

energy sources in isolated regions is a complex task, since they must consider aspects 

related to energy interaction and sustainable development [2]. 

 

In this sense, evaluating the different technological alternatives of energy generation 

based on sustainability parameters and selecting the best ones is fundamental to solve the 

planning problem that involves the expansion and penetration of new generation 

capacities. Then forecasting demand, costs associated, and assessing energy resources is 

a fundamental part of energy planning. 

 

Nevertheless, forecasting energy demand is a difficult task since the process may involve 

independent variables associated with demand such as population growth, lifestyle, 

climate, gross domestic product, etc. The commonly used methods of demand forecasting 

are time series and the prediction of key factors are widely used methods for the 

prediction of consumption of electricity, fuel and RES. They consist of the collection of 

historical data on the energy consumption and the arrangement based on time series 

which allow to predict the future demand of energy from determining the variation of the 

trend or the relations between the independent variables and the demand. However, it 

must be kept in mind that these estimation processes are always subject to errors. 

 

For the estimation of energy demand Ramirez-Castaño [3] proposes an equation of 

geometric growth as a function of growth rates, [4] and [5] determine the energy demand 

in Israel and Spain using time series. Other works consider artificial intelligence 

algorithms such as neural networks and evolutionary algorithms to express the 

relationship between dependent and independent variables [6] [7]. 

 

The process of assessing RES is also an essential task in determining the capacity of the 

energy resources needed to supply energy, which needs to define aspects related to the 

energy potential and the amount of resources that can be used with the current 

technologies .To evaluate energy sources, several tools have been developed Geographic 

Information Systems (GIS) that assess the potential of RES and biofuels around the 
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world. Some of the research done with GIS includes the measurement of energy potential, 

its projection and application in various case studies [8, 9, 10, and 11]. 

 

To evaluate technical and economic aspects in isolated areas, software HOMER 

(Software for micro grid and distributed generation power system design and 

optimization) is perhaps the most popular simulation tool for integrated system design. It 

requires as input data the load curve, resource curve, cost, and control system constraints. 

It gives output data on the net present value, energy cost, capital cost, excess capital and 

fuel consumption [12].  

 

Though, there is no software that unifies the calculation of all the parameters necessary 

for energy planning. 

 

Therefore, this work focuses on the implementation of a forecasting tool that facilitates 

the data processing and the projection over a long term period (10 years) of 

environmental, technical and economic parameters associated with power generation 

alternatives for NIZ. With the tool it will be possible to project three scenarios (high, 

medium and low) of parameters such as energy demand, peak load curve, renewable 

resources, as well as financial parameters like unit fuel cost, unit investment cost, unit 

fixed costs and variable costs of operation and maintenance. The tools will also evaluate 

each of the technologies taking into account economic criteria such as: Net Present Value 

(NPV) and Internal Rate of Return (IRR). Finally, a case of study concerning to San 

Andres Island in the North of the country will carry out to demonstrate the applicability 

of the tool. 

 

2 Metodology  

 

2.1 Technical Parameters  
 

Demand Forecasting 

 

The energy demand consumption in a specific period. 

 

1 n
n DoDr     (1) 

 
Where, r is the geometric growth rate, Dn is the forecasting demand, Di (kWh) current 

demand, o is the base year and n is the forecasting period. 
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Peak Demand Forecasting 

 

The Maximum value of the load that can be maintained for a specified time. 

 

 FcHSDEnDPn n **365     (2) 

 
Where, DPn (kW) is the peak demand forecasting, DE is the demand forecasting of the 

year 2025, n is the forecasting period, Hs is the number of service hours per year and Fc 

is the load factor.  

 

New Capacity to be installed 

 

Nominal power of a generation unit to be installed. 

 

   
365***

***

AHSnFdp

AHsICaFdpDEoDEn

Can

dnd
     (3) 

 

Where, Can is the capacity to be install in the year n, Fdp is the capacity factor, Ica is the 

initial capacity, and A is the availability factor.  

 

2.2 Economics parameters 

 

As economic criteria of evaluation will be taken into account: the net present value (NPV) 

method and the internal rate of return (IRR). 

 

Net Present Value  

 

The NPV is the profit (if positive) or lost (if negative) of the present value of the money, 

which comes from investing in the project and not investing in the opportunity interest. 

 

 
 52.012.0

2.011










 



VM

CANPV

n

    (4) 

 

Where, CA is the annual costs, VM is the market value and n is the number of years.  

 

Internal Rate of Return  

 

IRR is a measure of the profitability of a project. Internal rate of return is a discount rate 

that makes the NPV of all cash flows from a particular project equal to zero.  

http://www.investopedia.com/terms/r/return.asp
http://www.investopedia.com/terms/d/discountrate.asp
http://www.investopedia.com/terms/c/capital-project.asp
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IINPVIRR      (5) 

 

Where, CA is the annual costs, VM is the market value, n is the number of years and II is 

the Initial investment.  

 

2.3 Environmental parameters 

 

Primary Resource  

 

The theoretical multi-year average daily solar and wind potential was taken from the 

historical data of daily solar radiation (kWh/m2) and wind speed (m/s), from the years 

2005 to 2014, obtained from the meteorological stations (found in and around the cases 

of study) of the NASA through the RETScreen® software [13]. 

 

Smoothing of historical data: before determining the trend of a time series, it is necessary 

to carry out processes to avoid the peaks that historical data may have. For this step the 

smoothing method of moving averages was used: 

 

Given a time series: 

 

kittttty kit ,...,3,2,1),,...,,,( 321      (6) 

 

The method consists in averaging each value of the series with some of the observations 

that precede it and follows it. Subsequently, each ty  is replaced by the moving average 

ty  
 

The main problem with the method is to know the adequate number of data to average, it 

is necessary to choose a sufficient number to obtain the greatest possible smoothing but 

taking into account that the least amount of information possible is lost. For this reason, 

it is recommended that for monthly data, the number is 12, i.e. the total observations in a 

year [14]. 

 

These values of the series were centered by calculating the arithmetic mean between two 

consecutive values of the previously calculated moving averages. 

 

Seasonal adjustment: this process is to determine the seasonal variation index. Then, is 

necessary to determine the percentage of the real value with respect to the moving 

average, which was found by dividing each value of the real series with its corresponding 

centered value and multiplying it by one hundred. 

 



268 10TH INTERNATIONAL CONFERENCE ON SUSTAINABLE ENERGY AND ENVIRONMENTAL 

PROTECTION (JUNE 27TH – 30TH, 2017, BLED, SLOVENIA), RENEWABLE ENERGY SOURCES 

A. F. León Esteban, A. M. Rosso Cerón, V. Kafarov & J. F. Montañez: Forecasting Tool 

for Assessing Environmental, Technical and Economic Parameters Associated with 

Power Generation Alternatives 

 

To calculate the seasonal variation index, all values of the series per month (12 values) 

were added, eliminating the largest and smallest value of each month. This was done to 

avoid values in the series that increase or decrease in an unusual way. 

 

These results are called modified sums, which were divided by two to obtain the modified 

mean or mismatched seasonal index. This seasonal index was adjusted by a factor 

obtained by dividing the number of indexes per hundred (1200) between the sum of the 

modified means. 

 

Finally, this adjustment factor is multiplied by the modified means and the seasonal 

variation index is obtained. This index was used for seasonal adjustment of the series, by 

dividing each value of the original series by the corresponding calculated index. 

 

Forecast: this step consists of making the predictions from a trend line, first with the 

seasonally adjusted data, a logarithmic trend line is searched using the regression tools in 

Excel. With this equation the data of the future periods (forecast seasonally adjusted) are 

calculated. As monthly data were considering, in annual time periods, it was assumed 

that the cyclical component was included in the trend line. Therefore, to determine the 

existence of the cyclical variation of the data the percentage of the trend was calculated 

by dividing each value of the seasonally adjusted series between its corresponding 

predicted values. 

 

Subsequently, the relative cyclic residue (percentage of the -100 trend) was determined 

as a percentage of variation from the trend, whose values in all cases are less than 10% 

and according to these forecasts are acceptable. 

 

3 Tool Description  

 

For convenience and to be within reach of any computer or laptop, the construction of 

the calculation tool was carried out in Microsoft Excel, which is part of the office of 

Microsoft Office. This application allowed the development of financial and accounting 

tasks, with formulas and graphics in a simple programming language. 

 

The interface consists of five tabs: input data, results, calculations, lists and a tool guide. 

It is worth noting that the calculation and ready tabs will be protected and hidden to 

maintain the confidentiality of the tool. 

 

To carry out the respective validation and calculation in the tool, the municipality of San 

Andrés (San Andrés and Providencia) has been taken as case study. In the results will be 

observed the respective calculations for the municipality, taking as base year the 2015. 

According to [15] viable electricity generation technologies for San Andres are solar 

photovoltaic (PV), wind generators (WG) and diesel generators (DG). 
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3.1 Input data 

 

In the input data the user must enter the necessary information to calculate the technical, 

economic and financial parameters about the implementation of RES for NIZ in 

Colombia. 

 

The data that the user must enter are: department NIZ, population, current and expected 

hours of service, current capacity, growth rates of demand for different scenarios, energy 

tariff, technologies costs in dollars, consumer price index, current demand (kWh), peak 

demand (kW), and historical data of RES (solar radiation, wind speed, and mass flows) . 

 

4 Result and Analysis 

 

4.1 Technical parameters 
 

In Figure 1 the demand forecasting for high, medium and low scenarios is shown. These 

scenarios indicate a growth of 6.71% for the high scenario, 0.79% for the low scenario 

and 3.75% for the medium scenario, compared to the year 2016. According to the official 

results reported by the (UPME in Spanish), energy consumption increased by 4.75% in 

the year 2016 [16], i.e., the projection had a variation of a third of standard deviation, 

(1% with respect to the average growth), thus, the average projection is valid. 

 

 
Figure 1. Demand forecasting for three scenarios  

 

The Figure 2 shows the peak demand forecasting for high, medium and low scenarios. 

These scenarios indicate a growth of 3.5% for the high scenario, 2.40% for the low 

scenario and 3.10% for the average scenario, compared to the year 2016. According to 

the UPME [16] report, the peak demand for the 2016 period was 5.12%. These results 

are distant to those projected with the tool, nevertheless in the UPME results it is also 

reported an unexpected growth, even greater than that projected in the present 

investigation.  
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Figure 2. Peak demand forecasting. 

 

To assest unit investment cost, new capacities were calculated, as seen in Figure 3. It is 

evident that both PV and WG require identical installed capacities due to the capacity and 

available factors, DG systems is the technology that requires a smaller installed capacity. 

 

 
Figure 3. New capacities to be installed 

 

For PV, WG and DG generation systems were obtained unit investment cost of 1467, 

3936 and 1057 USD/kW, respectively (Figure. 4). These values are similar to those 

presented by the WEO Outlook of the WEO 2016 PG Assumptions [17], however it is 

understandable that prices will vary depending on the type of country in which they are 

implemented, since infrastructure, land and other indirect costs vary. 

 

 
Figure 4. Unit investment costs  
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For PV, WG and DG generation systems were obtained unit O&M costs of 89, 123 and 

17 USD/kW, respectively. These values are similar to those presented by the WEO 

Outlook of the WEO 2016 PG Assumptions [17] with values for the base year 2015. As 

was previously said, the prices vary depending on the type of country in which each 

technology is implemented. 

 

 
Figure 5. O & M fixed unit costs  

 

According to the results obtained for the NPV, Figure 6, the WG presents a value of 3.4 

million dollars, PV of 3.9 million dollars and DG 8.5 million dollars. Based on this 

criterion it is more economical to implement energy projects of diesel generation (DG) 

since the investment is maximized.  

 

 
Figure 6. Internal Rate of Return 

 

The IRR results are strong and are consistent with the NPV results, because the interest 

rates for the WG, PV and DG projects are 7.03%, 19.06% and 107.38%, respectively. In 

fact, DG systems are more cost-effective, but PV technology has a slightly higher IRR 

than the opportunity cost, i.e., PV is a slightly reliable technology.  
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Figure 7. Net Present Value 

 

4.2 Environmental parameters 

 

Figures 8-9 show solar and wind (50 m high) resources forecasting. Historical data and 

projected scenarios show trend, seasonal and cyclical behaviour. These projections were 

validated with the annual average daily information presented in RETScreen [13] by the 

year 2016. The values of this database indicate that the solar radiation was 5.63 kWh/m2 

in San Andrés, where the daily annual wind speed was 8.96 m/s. The aforementioned 

values of solar and wind resources are within the ranges of the scenarios projected to 

2016. In the case of solar the values are 5.92, 5.58, 5,23 kWh/m2 for high medium and 

low sceneries and for wind speed are 10.22, 9.73, and 8.25 m/s for high medium and low 

sceneries. 

 

 
Figure 8. Solar source forecasting 
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Figure 9. Wind source forecasting 

 

5 Conclusions 

 

In this paper a forecasting tool for environmental assessment, technical and economic 

parameters associated with power generation alternatives was proposed. This tool made 

it possible to determine important aspects of energy planning, such as the projection of 

demand, the costs associated with the generation plan, as well as the potential of available 

energy resources. 

 

In the same application, a number of mathematical and logical processes are assembled 

together with a basic programming language to quickly determine the profitability of 

renewable energy projects through parameters such as NPV and IRR. 

 

Although this forecasting tool has a great potential, however it is pertinent to say that it 

is susceptible to continuous improvements, which will allow in the future to be 

consolidated as a consultation tool for those in charge of formulating electric power 

generation plans in NIZ of Colombia. 
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performance of photovoltaic systems than energy yield, which describes 

the relationship between the energy produced and the nominal power of a 
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systems primarily depends on the proper inclination and orientation angle 

of the solar modules, shading, and snow barrier on solar modules. 
 

Keywords: • performance ratio • inclination angle • azimuth angle • PV 

system • energy yield •

                                                           
CORRESPONDENCE ADDRESS: Sebastijan Seme, Ph.D., Associate Professor, University of Maribor, 

Faculty of Energy Technology, Hočevarjev trg 1, SI-8270, Krško, Slovenia, e-mail: 

sebastijan.seme@um.si. Klemen Sredenšek, Students, University of Maribor, Faculty of Energy 

Technology, Hočevarjev trg 1, SI-8270, Krško, Slovenia, e-mail: klemen.sredensek@gmail.com. 

Bojan Štumberger, Ph.D., Full Professor, University of Maribor, Faculty of Energy Technology, 

Hočevarjev trg 1, SI-8270, Krško, Slovenia, e-mail: bojan.stumberger@um.si. Miralem 

Hadžiselimović, Ph.D., Associate Professor, University of Maribor, Faculty of Energy Technology, 

Hočevarjev trg 1, SI-8270, Krško, Slovenia, e-mail: miralem.h@um.si. 

 

https://doi.org/10.18690/978-961-286-061-5.25  ISBN 978-961-286-061-5 
© 2017 University of Maribor Press 

Available at: http://press.um.si. 



276 10TH INTERNATIONAL CONFERENCE ON SUSTAINABLE ENERGY AND ENVIRONMENTAL 

PROTECTION (JUNE 27TH – 30TH, 2017, BLED, SLOVENIA), RENEWABLE ENERGY SOURCES 

S. Seme, K. Sredenšek, B. Štumberger & M. Hadžiselimović: Photovoltaic Systems in 

Slovenia and Performance Ratios: A Review 

 

1 Introduction 

 

The system of subsidies and state grants for power generation units using renewable 

energy sources (RES) and cogeneration of heat and power (CHP) has led to the inclusion 

of many dispersed sources into public electricity networks. Energy is an essential factor 

in achieving sustainable development [1]. Perspectives for converting present energy 

systems into a 100% renewable energy system and review of renewable energy strategies 

can be found in [2] and [3]. Photovoltaic systems as power generation units using RES 

represent the largest share of dispersed sources [4]. Photovoltaic systems are most often 

connected to the distribution grid (low-voltage network) or the user-end grid. The 

obligatory target of the Slovenia is a 25% share of renewable energy sources in the final 

gross consumption of energy by 2020 [5]. 

 

The maximum production of electricity from photovoltaic (PV) systems is achieved if 

the angle between sunbeams and the surface of PV modules is constantly 90° [6]. The 

inclination and azimuth angle of a PV system are the most important parameters, which 

have been described in [7-10]. To calculate the optimal inclination and azimuth angle of 

a PV system, the mathematical model for predicting the global solar radiation on a tilted 

surface is used. Model inputs are direct, diffuse, and reflected solar radiation components, 

solar zenith and azimuth angles, and inclination angle, while the model’s output is solar 

radiation on tilted surface. Models for the prediction of solar radiation can be divided into 

anisotropic and isotropic models. The authors of anisotropic models are B. Y. H. Liu and 

R. C. Jordan [11], J. I. Jimenez [12], J.E. Hay and J.A. Davies [13], Y. Castro [14], P. S. 

Koronakis [15] and V. Badescu [16]. The authors of isotropic models are R. Perez [17], 

D. T. Reindl [18], M. Iqbal [19], T. M. Klucher [20], C. J. Willmott [21], R. C. Temps 

and K. L. Coulson [22] and A. Skartveit, J. A. Olseth [23]. Solar radiation data used for 

model calculation was gained from ARSO (Slovenian Environmental Agency) [24] in the 

30-min time step over a period of 10-years. In this paper, performance ratio (PR) results 

from 8 photovoltaic systems (the comparison was made for most PV systems in Slovenia) 

are compared using different data from all (14) meteorological stations for the calculation 

of theoretical energy produced by PV systems, as shown in Fig. 1.  

 

 
Figure 1. PV systems and meteorological stations in Slovenia. 
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By estimating accurate energy production from PV systems, analysis of PR with the effect 

of weather conditions [25-26] and different PV technologies can be performed [27]. Since 

Slovenia is a very diverse and dynamic country in terms of geography, performance ratio 

calculation can show very different results.  

 

This paper presents performance ratio overview of the photovoltaic systems in Slovenia. 

In the 2nd section, the model for predicting the global solar radiation on a tilted surface is 

briefly described. The 3rd section represents the use of the solar radiation data for 

calculation of optimal azimuth and inclination angle for maximum energy harvesting. In 

the 4th section, the theory for performance ratio and energy yield is presented. Within the 

5th section, the obtained results are presented and described.  

 

2 Model For Predicting Global Solar Radiation On A Tilted Surface 

 

This section presents a mathematical model for predicting the global solar radiation on 

the tilted surface and the parameters of solar radiation. The incidence angle of the sun i(t) 

is the angle between sunbeams and the normal to the surface with any azimuth angle [6]. 

The incidence angle of the sun i(t) is calculated by (1). 
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where, δ is declination angle, L latitude, β inclination angle, γ azimuth angle, and ω hour 

angle. 

 

The Liu and Jordan model is one of the earliest and simplest irradiance models. It assumes 

an isotropic diffuse sky model and can be calculated with (2). 
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Where, Gb,t(t), Gd,t(t) and Gr,t(t) are beam, diffuse and reflected components of solar 

radiation on a tilted surface. These components are given by (3), (4), and (5). 
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Where Gb,h(t), Gd,h(t) and Gh(t) are the beam, diffuse, and global components of solar 

radiation on a horizontal surface, ρ is the diffuse reflectance (ρ0.80 for water surface 

and ρ0.07 for dry asphalt), i(t) incidence angle and β inclination angle [6]. 

 

If (2) is written in extended form, the equation for solar radiation on tilted surface is given 

by (6). 
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3 Optimal Azimuth and Inclination Angle for Maximum Energy Harvesting 

 

Solar radiation data in the 30-min time step through the period of 10 years for global Gh(t) 

and diffuse Gd,h(t) solar radiation on horizontal surfaces was obtained from the ARSO 

portal (Slovenian Environmental Agency) [24]. Calculations were made for all 14 

operational meteorological stations in Slovenia for all possible azimuth and inclination 

angles. The results show an initial indication of the optimal azimuth and inclination angle 

for maximum energy in Fig. 2. The optimal azimuth and inclination angles for 14 

meteorological stations across Slovenia are summarized in Table 1.  
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Figure 2. Polar plot of annual average solar radiation for different inclination and 

azimuth angles of Slovenia. 

 

In Fig. 2, the radius indicates the inclination angle, while the polar angle refers to the 

azimuth angle. The highest annual average solar radiation receives surface facing 188° 

SW with an inclination angle of 48°, based on global and diffuse solar radiation data of a 

ten-year period (2005–2015). 

 

Table 1. Optimal azimuth and inclination angle of 14 meteorological stations. 

meteorological 

station 

inclination 

angle β [°] 

azimuth angle 

aw [°] 

Bilje MS 1 44 190 

Škocjan MS 2 50 193 

Celje MS 3 46 188 

Podčetrtek MS 4 49 189 

Lendava MS 5 48 188 

Murska Sobota MS 6 43 190 

Kredarica MS 7 51 174 

Lesce MS 8 52 207 

Ljubljana MS 9 46 201 

Kranj MS 10 54 205 

Novo mesto MS 11 44 189 

Črnomelj MS 12 49 191 

Ptuj MS 13 49 190 

Maribor MS 14 44 191 
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From Table 1, it can be seen that inclination angles move between 43° to 54° and azimuth 

angles between 174° and 207°. The difference of both angles can be described by the 

very diverse relief of Slovenia. Fig. 3 shows optimal inclination angles for 14 

meteorological stations in months.  

 

 
Figure 3. Optimal inclination angles for 14 meteorological stations over the year. 

 

The highest deviation between inclination angles is 10% in July and the lowest at 3% in 

March.  

 

4 Performance Ratio and Energy Yield 

 

Performance ratio (PR) is the ratio of the actual energy and theoretical energy produced 

by a plant. It is defined in IEC 61724 [28] and is a metric to measure how effectively the 

plant converts sunlight collected by the PV modules into AC energy despite the many de-

rating factors viz. inverter inefficiency, cable losses, cell mismatch, module temperature, 

reflection from module glass surface, soiling losses, system down-time (grid failure), 

shading losses, snow barriers, dustiness of modules, and any component failures [29]. PR 

is calculated by (7). 

 

AttG

E

E

E
PR

tSTCsim 

 )(

     (7) 

 

Where E is the actual energy produced, Esim theoretical energy produced, ηSTC efficiency 

of PV modules, Gt(t) solar radiation on tilted surface calculated by (6) and A total PV 

area. 

 

Energy yield describes the relationship between the energy produced and the nominal 

power of a PV system. It represents the number of hours that the PV array would need to 

operate at its rated power to provide the same energy. The units are hours or kWh/kWp, 

with the latter preferred by the authors because it describes the quantities used to derive 

the parameter [30]. Energy yield is calculated by (8). 
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STCP

E
Y          (8) 

 

Where, E is the actual energy produced and PSTC the nominal power of a PV system. 

 

Table 2. Average energy yield for 8 PV systems in a period of 5-years. 

 
 

5 Results 

 

The performance analysis involves 8 PV systems in different regions across Slovenia. To 

compare PR results, two PR analysis were made for each PV system. These PR analyses 

were made on the basis of the solar radiation measured from various meteorological 

stations, shown in Table 1. Total installed power of all 8 PV systems is 672,200 kWp, the 

biggest PV system is PV 6 with 355,000 kWp, and the smallest is PV 4 with 7,100 kWp. 

In Table 2, average energy yield is presented for 8 PV systems during the period from 

2011 to 2015. Table 2 shows that PV system 2 has the lowest and PV system 7 the highest 

values of energy yield in all four years. The analysis was performed for 14 and more PV 

systems, but only 8 of them are presented here due to transparency. 

 

 
Figure 4. Performance ratio for PV system 1, 2, 3 and 4. 
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Fig. 4 and 5 show that PV 1 and PV 8 give the best values of PR, with 87.7% and 83.4%. 

Lower values of PR in January, February, and March can be explained by long-existing 

snow barriers and in June, July, and August by the negative impact of temperature on PV 

modules. The largest difference of PR for PV system 4 is notable in the summer months, 

when the results of PR differ from other PV systems by 20% or more. The consequences 

of these differences are a common phenomenon of convective cloudiness on 

meteorological station 7 at Kredarica (altitude 2514 m), due to the altitude, which reduces 

the global solar radiation. By reducing global solar radiation and thus the total monthly 

average solar radiation, the PR is extremely increased. On meteorological station 7 at 

Kredarica, the global solar radiation is increased in winter, late autumn, and the early 

spring months, unlike other meteorological stations.  

 

 
Figure 5. Performance ratio for PV system 5, 6, 7 and 8. 

 

The PV system 7 shows the best PR analysis from all the 8 PV systems in this paper. In 

Fig. 6, the energy yield is presented for PV systems 1 and 4. 

 

 
Figure 6. Energy yield for PV systems 1 and 4. 

 

Fig. 6 shows energy yield for PV systems 1 and 4, defined by their inclination angle. PV 

systems with lower inclination angles have fewer operating hours or lower energy yield 
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in winter months than PV systems with higher inclination angles, because of the sun’s 

position in the sky. Fig. 7 and 8 illustrate the variation of the average energy yield versus 

PR for all 8 PV systems. 

 

 
Figure 7. Energy yield and PR dependency for PV system 1, 2, 3 and 4. 

 

 
Figure 8. Energy yield and PR dependency for PV system 5, 6, 7 and 8. 

 

From the results in Fig. 7 and 8, it is clear that in certain PV systems the regression line 

of the energy yield and performance ration dependency decreases and increases. The rise 

and fall of the regression line are mainly dependent on PR. Due to the frequent occurrence 

of shading and snow leads to decreasing PR in winter months, which consequently means 

a rise of the regression line. In summer months, the energy yield is maximum, due to the 

high intensity of solar radiation and the minimum PR due to the negative impact of 

temperature on PV modules, which gives us the correct falling regression line.  

 

6 Conclusion 

 

In this paper, the calculation of performance ratio, inclination angle and azimuth angle is 

discussed. Over 2.5 million data points of solar radiation on horizontal surfaces were used 

in the period of 10 years. The mathematical model shows that Slovenia receives the 

highest annual average solar radiation with a surface facing 188° SW and inclination 
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angle of 48°. The results show that the performance ratio reaches maximum values in 

winter months without snow barriers and minimum in summer months, due to the 

negative impact of temperature on PV modules. 
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Abstract The presented paper focuses on combustion analysis of a highly 

oxygenated and viscous fuel in an internal combustion micro gas turbine. 

The goal of the study is to investigate the benefits and challenges of 

utilization of such fuels in engines rather than in atmospheric combustion 

devices, what is currently the most common approach. While technical 

difficulty of the proposed approach is rather high, the environmental 

benefits in terms of NOx emissions and PM emissions are significant as 

concentrations of both species are significantly reduced and efficiency of 

conversion to mechanical work is significantly increased.  Based on the 

analysis presented in the study, this effect is attributed to the influence of 

oxygen content in the fuel, which reduces the formation of NO due to lower 

nitrogen presence in the flame zone. This altered local air-fuel ratio also 

supresses soot formation resulting in significantly reduction of PM 

emissions. Besides these beneficial effects, the influence of highly 

oxygenated and viscous fuel is also perceivable through higher CO and 

THC emissions, however results indicate that increasing turbine inlet 

temperatures and fuel preheating temperatures could reduce also these two 

species without negatively affecting other pollutants. 
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1 Introduction 

 

Recently, significant legislative push led to wide popularization and investments in the 

technology of 1st generation biofuels. As a result, demand for oils and sugars increased 

to the point where these fuels started to compete with food feedstock, raising the prices 

of arable crops. To offset this negative effect, further stimulation of 1st generation 

biofuels is limited and efforts are made to be displaced by subsequent generations of 

biofuels [1]. However, significant production capacities, particularly of biodiesel are still 

present and are expected to stay around since up to 7% of FAME is allowed in the diesel 

fuel specified in EN590. As a result, the quantities of by-product - residual glycerol 

(GLY) are higher than ever [2]. Besides using it as a basic chemical, an attractive option 

is also to use it as an energy carrier as the requirements for purity and contaminant content 

could be less strict in this case. To boost its energy conversion efficiency and allow for 

its use on wide variety of power output scales, it is advantageous to rely on the internal 

combustion concepts. 

 

Combination of internal combustion and physical and chemical properties of the glycerol, 

namely its high oxygen content and high viscosity [3], imposes significant technical 

challenges in terms of application in combustion systems with high power density which 

is linked relatively small combustion volumes and residence times. As modern piston 

engines are designed with more stringent requirements on physical and chemical 

properties of the fuels, gas turbines can be considered as preferred internal combustion 

engine type for glycerol combustion. Gas turbines namely feature continuous 

combustion, long residence times of the combustible mixture and possibility to use air-

assisted atomization nozzles, which are advantageous when using highly viscous and 

low-volatile fuels. 

 

So far, a few studies were dealing with combustion of glycerol and majority of them 

included atmospheric continuous combustion devices [4–6]. These studies provide 

valuable experience in the area of combustion of highly oxygenated fuels. Possible 

upgrade to this approach is implementation of atmospheric combustion system to rankine 

cycle or to externally fired joule cycle [7]. The present study takes this to even higher 

level of complexity by investigating the direct combustion process of glycerol in a micro 

gas turbine (MGT) representing, to the best of author’s knowledge, the first study in this 

area. The advantage of this approach is that direct conversion to mechanical energy is 

possible in the efficiency range of 30-37% [8]. 

 

To provide an insight into combustion process phenomena, this study focuses on the 

identification of the mechanisms that are influenced by high oxygen content, namely 

emissions of gaseous species and particulate matter. The results reveal that significant 

influence of bonded oxygen on PM and NOx emissions could be used as an advantage of 

this type of fuels, however challenges in atomization process of the fuel must be 

addressed with tailored injection nozzle design and appropriate pressure parameters to 

successfully control CO and THC emissions. Improvement on nozzle design are cruical 
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as they allow high temperatures of fuel preheating and operation with high turbine inlet 

temperatures. 

 

1.1 Specific objectives 

 

Specific objectives of the study can be summarized as: 

 

- Analyses of thermodynamic and emission responses of a MGT using glycerol 

as a main fuel and diesel fuel for benchmark data. 

- Specific analysis of NOx emissions and emissions of PM, which are most 

profoundly influenced by oxygen content of the fuel. 

- Identification and discussion of important correlations between fuel chemical 

and physical properties and exhaust emissions. 

- Identification of most important measures to obtain stable and durable 

combustion process in a gas turbine, namely fuel injection system design and 

injection parameters  

 

2 Methodology 

 

To overcome the significant technical difficulty linked to glycerol viscosity, the reduction 

of it is mandatory to obtain sufficient quality of atomization, which is capable of 

supporting combustion process under conditions present in MGT. Considering the 

performance of experimental system, which was developed to test various prototypes of 

engine components it is foreseen that innovative solutions linked to the atomization 

system will allow the use of crude glycerol without blending or upgrading and only by 

using preheating of the fuel. Particular importance is laid upon thermal protection of the 

nozzle, which prevents development of carbon deposits that are a limiting factor in 

increasing the fuel temperatures [9]. Key data of the tested GLY is presented in Table 1, 

together with properties of benchmark diesel fuel according to EN590:2011 (D2). The 

molecular structure of GLY is presented in Figure. 1. 

 

  
Figure. 1: Glycerol molecule C3H8O3. 
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Table 1: Properties of analysed fuels. 

 GLY D2 

C Glycerol 87.00 

H 42.19 13.00 

N 9.14 / 

S 0 <0.001[10] 

O (by diff.) 0 / 

Density 48.67 0.820 – 

0.845[10] 

LHV 19.0 MJ/kg 42.2 

Stoichiometric  

ratio  
5.19 14.7 

Viscosity at 70 °C 50.6 mPa.s 1.3 mPa.s 

Viscosity at 60 °C 81.3 mPa.s 1.5 mPa.s 

Viscosity at 50 °C 142.0 mPa.s 1.8 mPa.s 

Viscosity at 20 °C 1412.0 mPa.s 3.4 mPa.s 

 

In terms of viscosity, it is currently considered that 15 mm2/s [11] is the maximum value 

for gas turbines, although some authors propose even lower values 12 mm2/s [12] or 10 

mm2/s [13]. However these values are linked to pure pressure atomizers, which are 

known to have limited turndown ratio and are highly sensitive on viscosity as the energy 

for liquid jet break up should be delivered solely by fluid pressure. More suitable nozzles 

for high viscosity fuels are therefore twin-fluid atomizers which feature better turn down 

ratios (i.e. in certain interval of mass flows, the atomization ability is minimally 

influenced) and are less sensitive to viscosity as energy for liquid jet breakup is delivered 

also by atomizing air stream [9]. However, the viscosity levels of glycerol are too high to 

be accommodated even by twin-fluid nozzles. 

 

According to temperature dependence of glycerol viscosity (Figure 2), the acceptable 

levels can be obtained by preheating the glycerol to prespecified temperature. Useful 

temperature interval was for the present study constrained by data, obtained in the 

literature [14], where fuels with high viscosity were fired in similar experimental system. 

Selected interval covers temperatures between 50 – 70°C, yielding viscosities according 

to Table 1. 
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Figure. 2: Temperature dependence of GLY viscosity. 

 

The test rig constructed here consists of a directly fired experimental gas turbine, a fuel 

conditioning system and emission analysis equipment. The combustion chamber was a 

single can design. Single stage compression was provided by a radial compressor 

powered by a radial single stage turbine. Details on the gas turbine setup are also 

presented in [14] and Figure 3. A wide range of operating parameters were accessed by 

operating the turbine across several different turbine inlet temperatures (TIT) which 

resulted in: 

 

• different equivalence ratios (EQR) due to different degrees of enthalpy 

extraction on a turbine and different pressure drops on flow path, 

• slightly different primary air temperatures as a result of different turbine outlet 

temperatures and different air mass flows. 

 

Since the experimental setup is designed purely for combustion analyses, power output 

is not measured. Instead, the power withdrawal is emulated by the throttle valve in the 

turbine discharge duct. The pressure drop over the throttle valve increases with increased 

fuel flow and by this proportionally decreasing the enthalpy difference on turbine rotor. 

With this approach, similar thermodynamic conditions can be obtained in combustion 

chamber [9]. 

 

The design of injection nozzle followed the commercially available solution, however 

the nozzle discharge surfaces were modified in order to accommodate the thermal 

protective layer. By this the radiative and convective heat transfer was reduced to a point 

where no fuel decomposition occurred in the internal mixing chamber of the nozzle and 

formation of deposits on discharge surfaces was minimized. This is a key improvement 

which enables high preheating temperatures which otherwise cause excesive fuel coking 

issues as was already reported in [15] and [9]. 
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Figure. 3: Experimental system layout. 

 

The emission equipment consisted of a wet exhaust gas analyser performing separate 

consecutive measurements of total hydrocarbons (THC) in an FID cell, nitrous oxides 

(NOx) in a CLD cell and CO, CO2 and H2O in an NDIR cell. 

 

Particulate matter (PM) was analysed using photoacoustic method, suitable to detect 

particles with high absorption coefficient. Considering the technical quality of GLY with 

no expected ash precursor content, the emitted particles will most likely contain mainly 

carbon, giving the black appearance and high absorption coefficient. 

 

3 Results and Discussion 

 

The following sections present the results of key operating parameters under different 

operating conditions in dependency to TIT. This parameter is directly linked to EQR and 

temperature of combustion chamber intake air (PAT). Both linked parameters are a 

consequence of TIT effect on pressure ratio which increases with TIT. The presentation 

of thermodynamic parameters is followed by a presentation of the concentrations of 

emission species (CO, THC and NOx) over different TIT, supported by the explanation 

of underlying mechanisms of formation. Finally, PM emissions are presented. 
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3.1 Thermodynamic parameters 

 

Figure 4 presents the equivalence ratios (EQR) for different operating points. As low fuel 

mass flows were required to obtain the desired TIT, EQRs are relatively high. This is a 

consequence of high degree of exhaust heat regeneration, leading to as is visible from 

primary air temperatures in Figure 5.  

 

 
Figure. 4: Equivalence ratio for GLY and D2. 

 

 
Figure. 5: Primary air temperatures for GLY and D2. 
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3.2 Gaseous emissions 

 

Figure 6 presents CO emissions at different turbine inlet temperatures (TIT) for both fuels 

and for all tested temperatures. Based on the physical and chemical characteristics of the 

fuels presented in Table 1 and Fig. 2, particularly the viscosity and density of GLY and 

to some extent also its evaporation curve, the higher CO emissions of the GLY in Fig. 6 

are expected. The nearly 10-fold higher viscosity of the GLY compared to D2 impairs 

the atomisation ability of this fuel, resulting in a longer life span and penetration depth of 

the larger and denser droplets. Increased penetration depth of the droplets is the 

consequence of decreased surface to mass ratio of the droplets due to the larger initial 

droplet diameter and due to the increased density of GLY. Furthermore, delayed 

evaporation of droplets (which in this case feature lower surface to volume ratio due to 

larger diameters) and unfavourable evaporation curve of GLY in comparison to D2, 

requiring higher temperatures is in this case causing prolonged time interval in which the 

mixture preparation takes place. As the mixture is formed relatively late in the primary 

zone of combustion chamber, the time available for combustion reactions before the 

dilution with air in dilution zone of combustion chamber can cause excessive reaction 

quenching. Furthermore, high autoignition temperature (370 °C) and high boiling point 

(290°C) of the GLY can also play a significant role (by offsetting the ignition of the 

mixture leading to a shift of reactive zone towards the end of primary zone. These 

phenomena inevitably lead to higher CO emissions in exhaust gas stream. 

 

Another mechanism contributing to high CO exhaust emissions is the entrapment of 

mixture, which generally has longer penetration length, into liner cooling air where 

aforementioned quenching occurs even earlier.  

 

Despite the fact that fuel properties indicate shift of the main reactive zone deeper 

downstream in the combustion chamber due to the delayed evaporation process, a 

surprisingly large volume of the flame was also observed near the fuel nozzle. This is 

mainly related to high bonded oxygen content and high degree of premixing of the fuel 

in the internal mixing chamber of the injection nozzle. Bonded oxygen namely accounts 

for 35% of the stoichiometric oxygen, hence lowering the need for external air to reach 

flammability limits. This can, in the case of high primary air temperatures, cause 

relatively early ignition of small amount of mixture which is in a suitable range of EQRs. 

At the same time, the phenomena linked to larger droplets are still present, thus the 

penetration of the mixture outside flammability limits is longer, which causes an 

elongated flame. 
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Fig. 6: CO emissions of D2 and GLY. 

 

 
Fig 7. THC emissions of D2 and GLY 

 

Considering the upper phenomena, responsible for formation of larger quantities of CO 

with GLY in comparison to D2 it was presumed that increasing TIT would lead to 

suppression of listed phenomena by increasing the temperature levels in combustion 

chamber and increasing the heat transfer to the droplets and consequent evaporation rate 

of the fuel. The increasing fuel temperature also influences the combustion process in 

similar manner, however in this case, the main driver is the reduction of viscosity, leading 

to smaller droplet diameters as well as narrower margin for droplet heating as they enter 

the combustion chamber at higher temperature.  
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Both trends are clearly visible with CO emissions – they reduce with TIT as well as with 

fuel temperature. 

 

Similarly as CO emissions, THC emissions in Fig. 7 are also strongly TIT-dependent and 

fuel temperature dependant for GLY which is in line with phenomena discussed for CO. 

Also here, the difference between D2 and GLY is significant, however smaller in 

comparison to CO. Due to relatively low complexity of molecular structure of GLY, the 

number of steps required for formation of CO is small in comparison to diesel fuel leading 

to relatively fast formation of CO after initial preparation of combustible mixture. 

However the unfavourable autoignition temperature and significantly different 

evaporation curve still causes higher CO emissions than D2.  

 

 
Fig. 8: NOx emissions of GLY and D2. 

 

The NOx emissions concentrations reported in Fig. 8 demonstrate two distinctive trends. 

The first is linked to fuel type and the other one to TIT, which is related also to primary 

air temperature and EQR. The highest NOx emissions are observed with D2 and high TIT, 

followed by GLY and high TIT.  

 

As no nitrogen is present in both tested fuels, the NOx emissions are solely a consequence 

of a thermal (Zeldovich) and prompt (Fenimore) mechanism. The NOx component 

formed through N2O can be neglected in presented cases as pressure ratios are low due 

to single stage compression (1,9 – 2,5) as reaction pathway for N2O requires three-body 

reactions, associated with high pressures. Formation of NOx through fuel bound nitrogen 

(FBN) is also very unlikely as FBN is absent in the case of D2 and GLY.  

 

Low levels of NOx in combustion of GLY might be the consequence of high oxygen 

content and low stoichiometric ratio in GLY. The oxygen, contained in GLY represents 

as much as 35% of stoichiometric oxygen. Thus, to obtain a mixture of GLY and air 
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inside a flammability interval, the amount of required air is smaller. Therefore, also lower 

amount of nitrogen is delivered into high temperature zone thus reducing the possibility 

for thermal NOx formation. Therefore temperatures on the rich side of the flame are 

relatively low due to sub stoichiometric conditions and at the same time concentrations 

of nitrogen are low, leading to slow formation of NO. The transition of the partially 

reacted mixture, which is now already diluted with products of partial oxidation, to lean 

conditions reduces the temperatures and prevents further formation of NO or even its 

dissociation. This phenomena resembles the approach of partially premixed combustion 

(for example RQL), although the combustor design in present study is purely diffusive 

single-can with single point injection and partial premixing is occurring on micro and 

molecular level. The premixing is achieved mainly with bonded oxygen, however 

addition of atomizing air might play a minor role, however this effect is also present with 

D2, so relative effect is not discernible from the provided results.  The oxygen content in 

the fuel, although it has several other disadvantages, therefore has a significant potential 

to reduce the NOx emissions 

 

The general trend of increasing NOx emissions of GLY with TIT can be attributed to 

increasing rate of thermal NOx formation, however the influence of GLY temperature is 

in the ppm range so no definite trend can be observed here. The same trend, although 

slightly more pronounced is also observed with D2. 

 

3.3 PM emissions 

 

Strong influence of oxygen content in the fuel is also reflected in emissions of soot, which 

represent the majority of PM emissions, as tested GLY was ash free. 

 

 
Fig. Soot emissions of D2 (right axis) and GLY (left axis) 
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The applied method for measurement of PM relies on absorption coefficient of PM in the 

sample stream which is fitter to high absorbance of carbon material (soot). Detection of 

particles with significantly lower absorption coefficient than soot is therefore limited. The 

results in Fig. 9 therefore roughly corresponds to soot emissions although minor false 

positives might occur in case other particles are present – the quantity of these is predicted 

to be low, as no ash was present in the tested GLY. 

 

The soot emissions from D2 are roughly 10-fold higher than for GLY and exhibits a 

pronounced dependence on TIT for D2. The changes This can mainly be attributed to 

changes in the EQR over TIT interval and thus the oxygen availability. In addition, 

variations in the temperature field in the combustion chamber also influences both soot 

formation and its oxidation kinetics. The soot formation threshold depends on 

temperature, EQR and pressure [16]. As the pressure differences between different 

operating points of the experimental turbine are relatively low, temperature and EQR are 

the main driver for the observed differences which are both interrelated. 

 

The soot values of GLY are  surprisingly low considering its physical and chemical 

properties which should increase the diffusive pathway for soot formation due to larger 

droplets and aggravated oxygen diffusion to fuel rich areas.  

 

The influence of GLY temperature on soot emission is relatively low, although the 

accompanying changes in viscosity are quite pronounced (Table 1.) However the changes 

in PM are believed to be a result of lower amount of large droplets which occur more 

frequently at lower temperature of GLY (and higher viscosity). These are capable of 

reaching the quenching zone of the combustion chamber where the pyrolysis process 

occurs and yields small coke fragments, perceived as soot.  

 

The TIT dependence of soot from GLY is exhibiting the opposite trend as D2 as it reduces 

with TIT. As the energy density of the mixture is comparable to D2 and the adiabatic 

flame temperature of GLY is close to that of D2, the influence of TIT on soot formation 

with GLY should be similar to that of D2  

 

The reason for these surprising trends can be linked to high oxygen content in GLY. 

Bonded oxygen becomes during dissociation directly available in the flame zone in the 

form of free radicals, resulting in high local C/O As GLY contains approximately 35% 

of the oxygen required for its stoichiometric combustion, the C/O ratio is always below 

1, even in the most rich part of the mixture, whereas for D2 this value is easily exceeded 

on the rich side of the diffusion flame and approaches infinity where only fuel vapour is 

present. Thus, areas with local EQRs below the soot formation threshold are more likely 

to occur with GLY. Additionally, the high O/C ratio of the fuel also leads to a much 

earlier onset of exothermic oxidation reactions, even when a very low quantity of air is 

available in the fuel-air mixture. Thus, the temperatures in the fuel rich areas could be 

elevated above the soot formation threshold when using GLY. 
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Furthermore, due to high oxygen content a widely accepted acetylene hypothesis of soot 

formation might not play a significant role due to oxygen disrupting the formation of 

acetylene. Formation of PM in the presented case with GLY most likely relies on less 

known diffusive hypothesis for soot formation mechanism, which relies on pyrolysis as 

the main process that causes soot formation [17].     

 

Similar observations with very low soot were already made in [6], where glycerol was 

combusted in an atmospheric furnace and in [15,18] where high preheating temperatures 

of similar highly oxygenated fuel also reduced soot concentration below measurable 

limit. 

 

In contrast to GLY, in the case of D2, oxygen is not readily available for the early onset 

of exothermic reactions and the temperatures in fuel rich areas are lower, thus enabling 

soot formation. The temperature and EQR profile versus the O/C ratio are therefore the 

main reasons for the significantly reduced soot emissions and thus BSU values for GLY. 

These findings suggest that with high preheating temperatures of GLY and suitable 

atomization process, very low soot and PM emissions could be achieved with GLY even 

though the viscosity of GLY is above generally acceptable limits for use in gas turbines. 

 

4 Conclusions 

 

The main objective of this work was to examine the combustion characteristics of 

glycerol under regenerative cycle in gas turbines. To avoid the negative impact of high 

viscosity, the glycerol was preheated to three different temperatures and improved 

injection nozzle was used. The effects of various conditions in the combustion chamber 

on emission and thermodynamic response were evaluated afterwards.  

 

CO and THC emissions were strongly dependent on TIT for GLY, while baseline D2 

fuel, CO emissions concentrations were almost independent of TIT. Strong influence of 

GLY preheating temperature on CO and THC emissions was also reveal. The differences 

were attributed to the specific physical and chemical properties of these fuels, which 

differed greatly between GLY and D2. The main differences were high density and 

viscosity for GLY when compared to D2. 

 

This study revealed that oxygen content is the main drivers for differences in measured 

NOx concentrations. The elemental composition of GLY was reflected over the whole 

measurement range of the experimental system. The lowest NOx emissions were obtained 

with GLY at low TIT and were attributed to high oxygen content, which apparently 

reduces the diffusion of nitrogen into areas with high temperatures, as oxygen is already 

available within the molecular structure of the fuel.  

 

The combustion of GLY also resulted in very low soot concentrations considering its 

physical properties, particularly its density and viscosity. These low values were 

attributed to the high amount of bonded oxygen, which acted as a suppressor of soot 
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formation by enlarging the areas with conditions below the soot formation threshold in 

terms of EQR.  

 

Considering emissions and the stability of operation, these data suggest that the utilisation 

of GLY in gas turbines could be possible and even environmentally attractive; however 

the issue of high viscosity should be tackled solely by preheating of the fuel to maintain 

its economic attractiveness. Blending with other fuels or refining is increasing the cost in 

comparison to crude glycerol from biodiesel production which is the fuel targeted with 

this study.  

 

To fully confirm the technical feasibility of crude glycerol use in gas turbines, also the 

influence of contaminants (catalyst residuals, mineral matter and water content) is 

currently being investigated, however the results will be provided in the later stages of 

the study. GLY can also be considered as a model for highly oxygenated viscous biofuel. 

In this category, liquefied wood from solvolysis process, hydrothermal liquefaction 

products and biomass pyrolysis oils are the most known fuels, the findings provided in 

this study are therefore partially transferrable also to other oxygenated viscous biofuels. 
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Abstract The work presented in this paper focuses on the estimation of the 

direct solar radiation on a horizontal surface using Nonlinear 

Autoregressive Exogenous (NARX) neural network model. This study is a 

part of a research project which consists in supplying a sailboat with 

electricity using only renewable sources. Therefore the results will be used 

to estimate the direct solar radiation on a tilted surface and the amount of 

available power from Photovoltaic in the sailboat. 

 

In this paper, the NARX neural network predicts the daily direct solar 

radiation using two variables: the determinist component of solar radiation 

and its statistical component. Due the mobility of the sailboat and the 

difference between the days of the year, the issue of this research is to find 

the best neural network to be used for the daily direct solar radiation 

prediction. Using several simulations, the best performance was obtained 

when the training phase was done periodically. 
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1 Introduction 

 

Because of environmental reasons and also the lack of fossil fuel sources in near future, 

using renewable energy sources e.g., Photovoltaic (PV) and wind have attracted 

significant attention. Amaiur Alfaro, Basque skipper has a big challenge for “Vendée 

Globe 2020”. He would like to be the first skipper completing the race using only 

renewable sources as: wind turbines, PV panels, hydro generator and energy recovery 

system. This challenge will require the design of an advanced energy management system 

(EMS) which will have to consider, among other, the estimation of the available electrical 

energy, in order to determine when and how much energy to store. Furthermore, this EMS 

will require the forecasting of some variables, for instance that of the direct solar 

radiation.  

 

In fact, the necessity of solar radiation prediction is related to several factors. On the one 

hand the solar radiation has an important influence on PV power generation; on the other 

hand it is greatly influenced by the mobility of the sailboat and the difference between 

the days of the year.  

 

Prediction of solar radiation in particular and time series in general, has attracted 

important interest as a main topic of recent researches. There are several methods of 

prediction; they depend on the available inputs, the way of their classification and the 

horizon of the prediction. Among these methods, some are based on linear models such 

as Auto-Regressive (AR) and Auto-Regressive Moving Average (ARMA) [1]. However, 

because of the nonlinear behavior of the solar radiation, researchers proposed several 

nonlinear models such as wavelet-based methods, fuzzy models, Adaptive Neural Fuzzy 

Inference systems (ANFIS) and Artificial Neural Networks (ANN) [2], [3], [4]. There are 

also some researches which combined linear and nonlinear methods such as [5] where, 

authors predicted one minute ahead solar radiation using a hybrid method based on 

wavelet, ARMA and NARX model. In fact [5] used only the historical solar radiation as 

input of the predictor. So the wavelet transformation was used to decompose the historical 

data into the better-behaved series for prediction. Authors applied ARMA model as a 

linear predictor and they used NARX as a nonlinear pattern recognition tool to 

compensate the error of wavelet-ARMA prediction. 

 

[2], [3] and [4] forecasted daily global solar radiation using artificial neural network. In 

[2], authors used correlation criteria to determine endogenous and exogenous inputs to 

take into account. Four endogenous time lags were taken for the clear sky modal of solar 

radiation. From several meteorological parameters only three were selected as exogenous 

inputs: relative humidity, sunshine duration and nebulosity. Based on the nature of the 

obtained data, authors of [3] divided data differently: predicted data and statistical data. 

So they combined several statistical data as: calculated cloud ratio, maximum hourly 

variation of the solar radiation, absolute daily variation of the solar radiation between the 

day (t) and the day (t-1), etc. and numerical weather prediction data which contains the 

one day ahead forecast of the cumulative irradiation each 3 hours. As a result a hybrid 
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model was formed as neural network inputs. In [4], authors didn’t classify inputs data, 

but they trained four neural networks with four combinations of input features in order to 

consider the effect of different meteorological parameters on prediction results. They 

concluded that the best performance was obtained when using the following inputs: the 

day of the year, the mean daily extraterrestrial solar radiation, the maximum possible 

sunshine hours, the mean daily maximum air temperature, the mean daily relative 

humidity and the wind speed.  

 

The aim of our research is to find the best neural network for the daily direct solar 

radiation prediction on a horizontal surface. The developed NARX network model must 

take into account the change of location of the sailboat and the difference between the 

days of the year. 

 

In our model it was assumed that the direct solar radiation model is composed of a 

determinist component which is calculated basing on the distance between the center of 

sun and the point of measurement; and a statistical component which depends on several 

meteorological parameters where, the most important is the cloud cover. Therefore the 

used NARX model has two inputs: a deterministic input which is the clear sky direct solar 

radiation and a statistical input which is the cloud cover. Using different evaluation 

criteria, results show that the training process must be done periodically. 

 

The rest of the paper was organized as follows. In section 2, the clear sky direct solar 

radiation was defined. In section 3, the methodology of prediction was presented, by 

describing the NARX network model. Then, section 4 presented the used dataset and the 

evaluation criteria. Section 5 focused on the simulation results and discussions. Finally, 

section 6 concluded the paper. 

 

2 Clear Sky Direct Solar Radiation Model 

 

This section focuses on the determinist component of direct solar radiation. In fact, the 

“Clear sky” model calculates the received solar radiation when the sky is without cloud 

cover [6]. Several studies modelled the solar irradiation using clear sky model, including 

Kasten model [7], Molineaux model [8], or also SOLIS model [9]. In this study the used 

model to describe the deterministic component of direct solar radiation is SOLIS model 

because it gives excellent results when it is compared with measures realized in Europe 

[10]. The proposed direct solar radiation formula is as follows: 

 

 













b

GG
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where, b is a constant adjustment parameter, τ is the optical depth, G0 is the solar radiation 

at the top of the Earth Atmosphere and 𝛼 is the sun height. 
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G0 is calculated as follows: 
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where, Rm is the mean Earth-Sun distance (Astronomical unit) and R(J) is the mean 

distance for the J’th day. The expression 
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factor: KD, and it is calculated as: 
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α is defined as follows: 

 

            coscoscossinsinsin     (4) 

 

δ is the sun’s declination, ϖ is the hour angle and (φ) is the latitude in degree.  
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where, N is the rank of the day, beginning on 1st January 2013 (for example, N=32 for the 

1st February 2013) . 

 

 1215  TS     (6) 

 

TS is the solar time, it is defined as: 
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1560

LonE
ccTCFTS      (7) 

 

TCF is the civil time, cc is the time difference comparing to GMT (in hour), E is the 

equation of time and Lon is the longitude in degree.  

 

The term (Lon/15) is taken negative in the East of Greenwich and positive in the west. 

 

The formula of E is: 

 

4)(  RCE     (8) 

 

C is called the equation of the center and R is the influence of obliquity. 
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NMa  98560028.05291.357     (10) 

 

e = 0.1671, is the eccentricity of the ellipse. 

 

   

  























L
y

L
y

Ly

R

6sin
3

4sin
2

2sin
180

6

4
2


    (11) 

 

where, 









2
tan


y  , ε is the tilt of the Earth axis, ε=23.4372108769, and L is the true 

longitude, or ecliptic longitude of the Sun in degree. Its formula is: 

 

NCL  98564736.04665.280     (12) 

 

  

https://en.wikipedia.org/wiki/Ecliptic_coordinate_system
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3 Narx Model 

 

Considering that, on the one hand, the solar radiation is a time series, and that, on the 

other hand, dynamic neural networks are good predictors of time series [2], [3], [4], our 

research study used NARX neural network model as technique of prediction. The non 

linear autoregressive network with exogenous inputs (NARX) is a recurrent dynamic 

neural network, with feedback connections enclosing several layers of the network. The 

NARX model is based on the linear ARX model, which is commonly used in time-series 

modeling. 

 

In order to obtain the full performances of the NARX neural network for nonlinear time 

series prediction, it is interesting to use its memory ability using the past values of 

predicted or true time series. 

 

As can be seen in Figure 1, there are two different architectures of NARX model, series-

parallel architecture and parallel architecture given by the equations (13) and (14) 

respectively.  
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where, f(.) is the mapping function of the neural network, ŷ (t+1) is the output of the 

NARX at the time t for the time t+1, ŷ (t), ŷ (t-1),…, ŷ (t-ny) are the past outputs of the 

NARX. y (t),  y (t-1),…, y (t-ny) are the true past values of the time series. x(t+1), x(t),…, 

x(t-nx) are the inputs of the NARX, nx is the number of input delays and ny is the number 

of output delays. 

 

In the series-parallel architecture, the future value of the time series y (t+1) is predicted 

from the present and past values of x(t) and the true past values of the time series y(t). 

However in the parallel architecture the prediction is performed from the present and past 

values of x(t) and the past predicted values of the time series ŷ (t). Our research study 

considers the parallel architecture of NARX model. 
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Figure 1. Architectures of NARX network 

 

The mapping function f (.) is initially unknown and it is approximated during the training 

process of the prediction. In the NARX neural network model the internal architecture 

that performs this approximation is the Multi-Layer Perceptron (MLP). The MLP 

provides a powerful structure enable to learn any type of continuous nonlinear mapping. 

As seen in Figure 2, a typical MLP consists of an input, a hidden and an output layer. 

Other elements consist of neurons, transfer functions and weights. The direction of the 

information flow throughout the layers is from input to output layer. In each layer, each 

neuron multiplies the input vector xj given by the previous layer by the weights vector wij 

to give the scalar product xjwij. A transfer function f is then performed to obtain the 

output𝑦𝑖 = ∑ 𝑥𝑗×𝑤𝑖𝑗
𝑛
𝑗=1 , where, i is the neuron index in the layer, and j is the input index 

in the neural network. The process of training consists in modifying the connection 

weights in an orderly way using a suitable algorithm. During the training process, an 

input and its desired output are introduced in the network and the weights are adjusted so 

that the neural network tries to produce the desired output. Another issue involved in the 

training phase is to find a globally optimal solution avoiding local minima.  The principle 

is to initiate a number of random starting weights and to consider the one with the best 

value. 
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Figure 2. A MLP network (up) and details of a neuron (down)  

 

4 Data Description and Evaluation Criteria 

 

4.1 Context and presentation of data  

 

The used dataset in this work consisted of: 

 

- calculated clear sky direct solar radiation as described in section 2. 

- the Cloud cover variable used as input of the neural network. It was 

downloaded from the website www.zygrib.org. It is the forecast of the cloud 

cover for a chosen number of days ahead in a defined surface. Data are spread 

with a step of 0.25° in Latitude and Longitude, and with a step of 3 hours time 

interval. Thus, to obtain the cloud cover in the location of ESTIA every 5 

minutes, a 2-D interpolation according to the latitude and the longitude and a 

1-D interpolation according to the time were performed. 

- the global solar radiation on horizontal surface. This parameter used as target 

of the neural network came from the weather station of ESTIA. It is measured 

each 5 minutes. 

 

4.2 Evaluation criteria 

 

In order to evaluate simulation results, two error criteria were used: Mean Square Error 

MSE and Daily Energy Error (in W) EE. 
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where, N is the number of pattern pairs, yi and 
iŷ are the measured and predicted solar 

radiation of the i th pattern pair respectively. 

 

5 Results and Discussions 

 

Several tests have been considered to select the database structure and the neural network 

configuration. It should be noted that before starting simulations the dataset was divided 

into three parts: training, testing and validation sets. The training phase uses the training 

set to compute the weights and bias of the neural network and the test set to test it. After 

finishing this phase the validation set is used to simulate the model and evaluate its 

performance. All simulations are performed using normalized dataset in order to adjust it 

and not to saturate the neurons. 

 

5.1 Choice of the dataset structure 

 

The first simulations of this research study were made using a set of test and training 

containing several days of the year in order to represent it. The prediction was performed 

for different days of the year. The MSE and the EE were in the order of 0.02 and 160 

respectively. Thus, to obtain best performance the idea has been to repeat the training 

process one time per day to forecast solar radiation for one coming day. 

 

Table 1. Choice of the test and training size of the database 

Database size MSE 

 

EE (W) 

5 days 0.011 60.228825 

10 days 0.00695 41.19645 

15 days 0.009625 50.2089 

 

As it can be seen in Table 1, the best result was obtained using a test and training set of 

10 days. In this case, the MSE and the EE are 0.00695 and 41.19645 respectively. 

 

The global solar radiation of the weather station was measured by a step of 5 minutes 

time interval. Therefore the interpolated cloud cover and the calculated direct solar 

radiation had the same time step interval. However the configured predictor is not meant 
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to follow the rapid fluctuations of the measured solar radiation. Consequently, it is 

interesting to consider the average of this parameter as input of the neural network. 

 

Moving averages of 10 and 30 minutes over intervals of one hour were performed. 

Prediction results were stored into Table 2. 

 

Table 2. Choice of the time average of the database 

Time average MSE EE (W) 

10 minutes 0.00732 44.4344 

30 minutes 0.00695 41.19645 

 

From Table 2, it may be concluded that there was no a big difference between the two 

simulations results. Therefore for reasons of computing time optimization, the chosen 

interval average was 30 minutes. 

 

5.2 Choice of the neural network structure 

 

The second important step in the determination of the solar radiation predictor was to find 

the adequate neural network structure. Several simulations were performed in order to 

choose the different parameters of the NARX model. Due to the lack of the space, this 

part could not contain all results. Therefore some choices were presented in the Table 3, 

and only two parameters were presented: the choice of the neuron number in each layer 

and the use of weights in the different trainings.  

 

 Table 3. Parameters of the NARX model structure 

Property Choice 

Number of hidden 

layers 

1 

Transfer functions in 

each layer 

Input layer: Sigmoid 

Hidden layer: Sigmoid 

Output layer : Hyperbolic tangent 

Normalization 

Interval of dataset 

[0.05 ; 0.95] 

Delay vectors Input data: [0 1] 

Target: [1 2] 

Training parameters Error: MSE 

Learning algorithm: Levenberg-

Marquardt 

 

Table 4 presents the best results found when the number of neurons was varied in each 

layer of the NAX network. 
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Table 4. Choice of the neurons number in the different layers 

Number of neurons MSE EE (W) 

10x10x1 0.00724 59.5724 

15x15x1 0.00410 30.4164 

16x16x1 0.01438 73.4646 

20x20x1 0.00768 45.0513 

22x22x1 0.00695 41.1964 

 

Table 3 shows that the best structure of neural network layers was obtained using 15 

neurons in the input layer, 15 neurons in the hidden layer and 1 neuron in the output layer. 

The MSE and the EE were 0.00410 and 30.4164 W respectively. 

 

These results were obtained using the same initial weights for all periodic trainings. In 

fact, the initial weights of the first training which predicted the first day were saved and 

used for other trainings. However, as shown in table 5, best performances were achieved 

when each periodic training started with weights initiated randomly by the neural 

network.  

 

Table 5. Choice of registration of weights for periodic trainings 

Registration 

of weights 

MSE EE (W) 

Yes 0.00410 30.4164 

No 0.00279 24.0584 

 

The best obtained error performance was 0.00279 for MSE and 24.0584 W for EE. The 

Figure 3 shows an example of predicted day using the obtained NARX model. 

 
 Figure 3. Predicted and 30 minutes average curves of direct solar radiation 
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6 Conclusion 

 

This paper proposed a NARX neural network model for direct solar radiation prediction 

on a horizontal surface. Several simulations varying different criteria were performed and 

evaluated using MSE and EE errors. First, this study focused on the choice of the dataset 

structure including the size and the time average of the database used for the training and 

testing phase. The second issue of the research was the determination of the neural 

network structure. Different criteria were varied, in particular the neurons number of each 

network layer and the way to choose the initial weights. The best results (0.00279 for 

MSE and 24.0584 W for EE) were obtained for: a dataset of 10 days with 30 minutes 

time interval, and a NARX model consisting of 15 neurons on the input and hidden layers, 

and random initialization of weights. 
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Abstract This paper proposes a maximum power point tracking (MPPT) algorithm for 

a three-phase induction motor speed drive. The three-phase power inverter is fed by a 

Dc-to-Dc boost power converter, which is powered by PV Solar Panels. The input and 

output average power of boost converter is regulated by means of MPPT algorithm, 

which is based on the exact static error dynamics passive output feedback controller 

technique, and an algebraic estimator to estimate the impedance that exists between the 

boost converter and the three-phase inverter. The speed-tracking controller of the 

induction motor is based on the current-command field-oriented control technique. 

Experimental results at low-speed, with and without load, are presented to show the 

effectiveness and robustness of the MPPT proposed scheme. 
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1 Introduction 

 

Photovoltaic (PV) systems produce a significant amount of the electrical energy used all 

over the world. PV technology will be capable of offering a great deal of support in the 

future to the rate of growth of advanced economies as well as developing countries [1]. 

On the other hand, grid-connected PV systems have gained popularity due to the feed-in-

tariff and the reduction of battery cost. However, the intermittent PV generation varies 

with changes in atmospheric conditions. Maximum power point tacking (MPPT) 

techniques are used to deliver maximum power into the grid, micro-grid, and speed 

electric drive. Efficient control schemes are essential to operate with the environmental 

changes for the extraction of maximum power from the PV units [1].    There are many 

works on MPPT for PV applications [2], for instance, the Perturb and Observe Methods 

[3], [4] and incremental conductance methods [5] are commonly used in the community 

of PV system. In the PO method, the derivative of power, i.e., dp, and the derivative of 

voltage, i.e., dv, require to be measured to determine the movement of the operating point. 

If the ratio of dp and dv is positive, the reference voltage is increased by a certain amount 

and vice-versa [4]. In the incremental conductance method, MPPT is achieved by 

comparing incremental conductance and instantaneous conductance of the PV arrays [5]. 

 

Recently some works have proposed control techniques for the three-phase induction 

motor using as power source a photovoltaic solar panel in an insulated grid [6]-[8], where 

a great interest is fixed on applications of electric water pumping [8]. This fact has 

motived and pushed the research developed and presented in this work. 

 

The rest of the paper is organized as following. The section 2 introduces the problem 

statement. In Section 3 the system modelling, and controller design are presented. Section 

4 is devoted to the experimental setup. Section 5 shows the performance of the proposed 

controllers. Section 6 provides the conclusions and future work. 

 

2 Problem Statement 

 

The main objective of the article is to smoothly start an induction machine using the 

power from a PV array. Thus, a DC-DC boost power converter combine with a DC-AC 

inverter to transfer the power efficiently from the panel to the induction motor using a 

MPPT method. This MPPT method is based on the exact static error dynamics passive 

output feedback (ESEDPOF) controller technique [9], and an algebraic estimator [10] to 

estimate the impedance between the boost converter and the DC-AC inverter. This 

method is in the spirit of the incremental conductance method for the extraction of 

maximum power from the PV units [5]. 
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Figure 1. Proposed system's block diagram. 

 

Fig. 1 shows the proposed system, which consists of a solar panel array followed by a 

power electronics interface that regulates the induction motor angular speed of smooth 

form. The system can see as a black box, where the input power source is the PV solar 

panel array and the output power source is the induction motor. To maximize the 

available power in the PV, a maximum power point tracker (MPPT) will be implemented. 

 

To maximize the available power provided by the PV array, an algorithm based on the 

ESEDPOF technique is used together with an impedance algebraic estimator. The 

impedance estimated is adapted on line to the constant desired references of the MPPT 

controller. Thanks to the impedance estimation, it is possible to separate the PV-boost 

power converter model of the general model that includes to the induction motor model. 

Thus, one can easily design two controllers by each subsystem, that is, one for the PV-

boost power converter and the other for the DC-AC-inverter/induction motor. 

 

3 Photovoltaic System Model 

 

We consider the induction motor drive circuit, which is powered by PV solar panel array, 

this is shown in Figure 2. The IM drive system is composed of a cascade arrangement of 

the DC-AC inverter and the DC-to-DC boost power converter. The induction motor drive 

system is described by the set of differential equations, where the dynamics of a np pole-

pair two-phase induction motor, were obtained of a three phase motor. Thus, we have the 

following model dynamic  

 

 
Figure 2. Induction motor drive powered via a PV solar panel array. 
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   (1) 

 

vp represents the voltage variable of the solar panel, iL is the inductor current and vC is 

the output capacitor voltage; ip is the output current of the solar panel, which is seen as 

an input of perturbation. The control input u, representing the switch position function, is 

a discrete value signal taking values in the set {0, 1}. The boost converter system 

parameters are constituted by: L, which is the inductance of the input circuit; Cp the 

capacitance of the input circuit, which ensures that the PV panel works as a DC voltage 

source; RL is the load output resistance. The detailed model of an unsaturated induction 

motor, which is connected in cascade to boost converter, where its variables and 

parameters in the a-b coordinates are given by: stator currents (iSa, iSb), rotor fluxes ( Ra

, Rb ), and rotor speed ω are the states; rotor inertia J, stator and rotor inductances (LS, 

LR), stator and rotor resistances (RS, RR),  mutual inductance M, number of pole pairs np, 

load torque τL, viscous friction f,  with η=RR/LR, σ=1-M2/LSLR, μ=npM/JLR, 

γ=(M2RR/σLRLS)+RS/σLS are the IM parameters. While, (uSa, uSb) are the inputs of 

control.   
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3.1 MPPT algorithm design based on ESEDPOF controller 

 

The average state model of the solar powered boost power converter circuit, the switch 

position function u with the duty radio function, denoted by uav, which is now a function 

restricted to take values in the closed interval [0,1]. Figure 3 shows the demand current 

in the boost converter output node, which is viewed as the division between the boost 

output voltage and the impedance estimated value, i.e., vC/Re. Where, this value 

represents the equivalent impedance obtains of the parallel connection between the boost 

output load and the impedance load produced by the three-phase inverter/induction 

motor. Thus, we obtain the following decoupled average model 

 

 
Figure 3. The average PV—boost converter circuit model. 
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      (2) 

 

From (2), we design the ESTEDPOF controller based on [9] and [10], thus we obtain the 

MPPT control law 
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where, γ>0 is the control gain, and 
avu  is the nominal input control value corresponding 

to the nominal state value,     3

deMPP

2

dMPP V,R/VV,V,, Rvivx
TT

CLp  , 

notice that the nominal value, ,pv  is the Maximum Power Point voltage given by Solar 

Panel datasheet. Therefore, it is very important to know the value of the output impedance 

of the boost power converter, especially, when this converter is connected to the three 

phase inverter together with the induction motor. In order to set the controller's 

equilibrium points at the maximum power point of the solar panel. Thus, we are going to 

design an algebraic estimator for the output impedance of the boost power converter. 

 

3.2 Algebraic estimator design of the output impedance of the boost converter 

 

The definition of identifiability of Diop and Flies [11], about algebraically identifiable 

parameters, is applied in linear systems. However, for the nonlinear case and if 

differentiations are forbidden, it is necessary to know the input, possibly the output, and 

several components in the state vector. In the case of the boost power converter, we know 

the state variables (iL, vC), which solve the problem of identifying parameters in an 

algebraic way. The algebraic methodology requires a rather precise knowledge of the 

model of the plant as in every identification scheme.  

 

The equation (2) represents the most precise available model of the plant. Assume then 

that C is known nominal constant, the states iL and vC are measurable, and Re is unknown 

time-varying quantity. The procedure uses small calculation windows starting at the 

resetting time tK and lasting for ε units of time, where Re can be considered nearly 

constant. 
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Under these assumptions we multiplying both sides of (4) by (t-tk), integrating by parts 

with respect to time on the interval [tk,t], and solving for Re, we have 
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where, 
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The Re calculation is resetting periodically at the end of a time interval T of short duration. 

Subsequently the calculations are performed in a different interval tk=kT. The "resetting" 

interval T should be initially adjusted to the expected time scale of the expected changes 

of the load. The amount ε is the time required for the value of the integral terms of (5) to 

grow sufficiently to have a quotient as accurate as possible. The magnitude of ε is 

relatively small in comparison with that of T [12]. 

 

3.3 Current command field oriented control for the induction motor 

 

For field-oriented control, the new coordinate system is a rotating system whose angular 

position is defined by  

 

)(tan 1

Ra

Rb




         (6) 

 

That is, instead of working with ( Ra , Rb ), one uses the polar coordinate representation 

(ρ, ψd) given by [13]. Thus, the direct rotor field flux is given by 

 

RbRad

22           (7) 

 

The phase currents and voltages are then transformed into the new coordinate system as 
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The desired reference trajectories are given by: 
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The trajectory of ψref is calculated through a constant value given by: 



 base

dref 0 ,  

 

where, ωbase is the nominal speed of induction motor, ω is the real speed, and ψd0 is the 

initial rotor field flux. While the desired reference trajectory of the angular speed is 

calculated through a Bezier polynomial of tenth order: 
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where, the polynomial p(t,t0,T) has to interpolate between the zero and one values for t 

(t0, T) of the following form 
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with, r1=252, r2=1050, r3=1800, r4=1575, r5=700 and r6=126. 

The quantity ψd is referred to as the magnitude of the rotor field flux, while ρ is the angle 

of the rotor field flux. This coordinate system is one that is moving (oriented) with this 

field flux and thus is called the rotor-flux field oriented coordinate system. The currents 

id and iq, are called the direct and quadrature currents, respectively. Similarly, the voltages 

ud and uq, are called the direct and quadrature voltages, respectively. The rotation matrix 

used in (7) and (8) is called the direct quadrature or d-q transformation. Thus, the 

mathematical model of the induction motor in which ω, id, iq, ψd and ρ are the state 

variables, and the inputs are ud and uq is now developed. Where, these two inputs are 

given by: 
*

dCd uvu  and
*

qCq uvu  . Which have a direct dependency of the output 

voltage of the boost power converter, due to connection between the boost converter with 
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the voltage source inverter. Therefore, the decoupled model of induction motor is given 

as follow 
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From (9), we design a current-command control, one can choose,  
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4 Experimental Setup Of the Three-Phase Induction Motor Speed Drive 

 

The experimental platform is divided into two subsystems. In the first subsystem we use 

a DC-DC Boost power converter, powered by a PV array (PV-Converter system). In this 

subsystem we design a first controller that ensures the MMPT in the PV array. In the 

second subsystem we implemented a Voltage Source Inverter (VSI), connected to an 

induction motor (VSI-Motor system), where a second controller is applied, in order to 

track the desired speed trajectory in the induction motor. Both subsystems are coupled as 

is shown in Figure 5. 

 

The PV-Boost convert subsystem employees an array of two PV panels in serial 

connection. The ESEDPOF controller is implemented in the TMS320F28335 DSP board 

and the FOC control is implemented in a dSPACE CLP1104 DSP board. The parameters 

values of the PV array, the Boost converter and the induction motor are summarized in 

the Table 1. 
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Figure 5. Experimental setup. 

 

Table 1. PV, Boost converter and induction motor parameters 

Description Nominal value 

PV 

Maximal nominal power (Pmax) 260 W 

Pmax current 8.37 A 

Pmax voltage 31.1 V 

Short circuit current 8.98 A 

Short circuit voltage 38.1 V 

Standart irradiation 1000 W/m2 

Standart temperature 25 ºC 

Boost converter 

Input Capacitor Cp 1000 µF 

Inductor L 48.1 µH 

Output Capacitor C 460 µF 

Load resistance RL 102 Ω 

Induction motor (AMK DV 4-1-4) 

VN 

[V] 

MN 

[Nm] 

PN 

[Kw] 

IN 

[A] 

nN 

[1/min] 

J 

[kgm2] 

M 

[kg] 

190 0.8 0.32 2.5 1800 0.09E-3 4.5 

 

5 Experimental Results 

 

Firstly the ESEDPOF controller performance is analysed. Reference values, constants 

and characteristics of the experimental setup are shown in Table 2. The estimation of 

output impedance in the boost converter is shows in Figure 10. When, the motor speed is 
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 = 0 rad/s, the estimated resistor has a high value. During the tracking trajectory (2 s to 

6 s), this value decreases. And in t = 7 s, it value decreases again due to the load torque 

applied. 

 

Table 2. Values used in the ESEDPOF controller. 

Description Nominal value 

VMPP reference 26.75 V 

IMPP reference 7.80 A 

PWM1 Frequency 300 kHz 

RL 250 Ω 

Temperature 27.5 ºC 

Irradiance 920 W/m2 

γ 0.5 

 

 
Figure 6. Load resistance estimation. 

 

Figure 7 shows the input voltage vp, and the inductor current iL responses, for the MPPT 

tracking trajectory.  In the case of the FOC controller, we used the parameters and 

characteristics given by the Table 3. Figure 8-a) shows the angular speed tracking 

response. Figure 8-b) shows the angular speed error, during the trajectory tracking. It is 

around 0.5 rad/s. 
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Figure 7. a) Input voltage response, and b) inductor current response for the Maximum 

Power Point Tracking. 

 

Table 3. Important values to FOC controller. 

Description Nominal value 

Initial speed (ω) 0 rad/s 

Final speed (ω) 100 rad/s 

Initial time (t) 2 s 

Final time (t) 7 s 

PWM frequency 100 kHz 

Torque 0.2-0.5 N∙M 

Currents controller constants 

KdI KdP KqI KqP 

440 22.5 440 105 

Reference trajectory constants 

K0 K1 K0 K1 K2 

123 0.05 50.7 400.4 0.5 

 

a) 

b) 
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Figure 8. a) Angular speed response, b) angular speed error response, for the 

speed trajectory tracking. 

 

Figure 9 shows the variation of torque applied to the induction motor. In order to carry 

out the FOC speed-tracking controller, we established the desired reference trajectories 

of magnetic field, and id-iq currents. Those references tracking responses are shown by 

the Figure 10 and Figure 11 respectively. 

 

 
Figure 9. Torque applied. 

 

 

a) 

b) 
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Figure 10. Magnetic field response for the speed trajectory tracking. 

 

 
Figure 11. a) Direct current response, and b) Quadrature current response, for the speed 

trajectory tracking. 

 

6 Conclusions 

 

The ESEDPOF controller performance is very effective for the MPPT, whenever the 

estimated output resistor value of boost converter is adapted to the desired reference of 

the ESEDPOF controller. 

  

The angular speed-tracking controller (FOC) shows to be robust towards the sudden load 

torque changes. Furthermore, the angular speed tracking error of the Field-Oriented-

Control showed a good performance in steady and transient state. 

 

The algebraic estimator estimates on line the load resistor of boost power converter and 

helps to separate the dynamic of the boost converter of the dynamic of induction motor. 

This allows to design two controllers separately, one for the boost converter, and the other 

for the induction motor. 

 

a) 

b) 
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Comparative Analysis of Electricity Production from 

Different Technologies of PV Modules 
 

JURICA PERKO, MATEJ ŽNIDAREC & DANIJEL TOPIĆ 34 

 
Abstract Distributed generation of electricity from renewable energy 

sources has drastically grown in recent times. One of the most common 

types of distributed generation is photovoltaic (PV) systems. Like any other 

system of distributed generation, PV systems have a lot of various pros and 

cons. Paper deals with the comparison of electricity production for three 

different technologies of crystalline silicon PV modules. Comparative 

analysis of electricity production includes measurements on 

monocrystalline silicon, polycrystalline silicon and high-efficient 

monocrystalline silicon PV modules. At the very beginning, different 

technologies are compared in theory supported by measurements. Anyhow, 

focus is placed on measurements of several parameters of different PV 

module technologies under the same conditions that describe electricity 

production. A comparison of electricity production of PV modules based 

on the measurements is carried out and important conclusions were 

adopted. 
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1 Introduction 

 

Today, electricity is globally available to approximately 4.8 billion people but 1.8 billion 

people are still without, or have very limited, access to electric power [1]. In recent times 

exploitation of solar energy is growing rapidly and it could be solution to improve the 

situation mentioned above. By implementation of distributed generation (DG) of 

electricity from photovoltaic systems, electric power can be provided to more people all 

around the world. Photovoltaic (PV) system market had powerful growth so far and will 

be continued in the upcoming years [2]. Because of that, electricity will be available even 

in areas with poor accessibility. An extenuating circumstance in implementation of 

distribution generation from solar energy is legislative framework which encourages 

development of such systems [3]. 

 

According to Smart Grid Technology Roadmap published by International Energy 

Agency,  operators will require real-time system information to manage generation from 

renewables, balance intermittent supply with flexible demand, handle multidirectional 

power flows and maintain power quality. Leaders in renewables deployment are China 

and Europe with leadership in deployment of smart grid technologies that are trigger for 

expanding the use of distributed generation of electricity in reliable way [1]. The 

International Energy Agency forecasts that solar power could deliver between 20 % and 

25 % of global electricity by 2050, reducing CO2 emissions by approximately 6 billion 

tons per year [4]. A smart grid will make possible these high level penetrations of clean 

renewable energy by [1]: 

 

• balancing of supply interruption with demand side resources and storage 

• forecasting and monitoring for better prediction of intermittent generation and 

regulation of power supply 

• managing reverse power flows from distributed generation to protect the grid 

• using advanced communication and control technologies to reduce power 

system maintenance, management and operation costs.  

 

Very important role in sustainability of DGs have efficiency of PV modules. Production 

of PV modules is broadly divided on crystalline and thin-film approaches [5]. In 

following chapter three different technologies that are subject of conducted 

measurements are compared. 

 

2 Comparison of Different PV Module Technologies 

 

Crystalline PV modules are divided between monocrystalline (MC) and polycrystalline 

(PC) solar cells depending on PV cell production approach (single crystal or multiple 

crystal cells), Figure 1. In comparison to polycrystalline, monocrystalline cells are more 

efficient but at the same time they are more difficult to produce which results with higher 

costs per unit of surface area [5]. 
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Figure 1. MC and PC PV modules [6] 

 

Manufacturing process of thin-film (TF) PV modules is completely different than 

crystalline. Thin layer of photovoltaic effect capable materials (amorphous silicon or 

some nonsilicon combination of metals) lies on a backing material, Figure 2. They are 

cheaper to produce than crystalline cells due to production process which is easier to scale 

up than the growing and cutting of crystals. There is also PV module made of a thin 

monocrystalline silicon wafer surrounded by ultra-thin amorphous silicon layers (TF-

MC) also known as high-efficient monocrystalline silicone module, which is included in 

measurements of electricity production. It is more efficient than previously described 

crystalline modules [5]. 

 

 
Figure 2. TF-MC PV module [7] 

 

Comparison of characteristics of these three PV module technologies is shown in Table 

1. Observed modules were BISOL BMO 250 as MC module, BISOL BMU 250 

as PC module and Panasonic N240 as TF-MC module [6, 7]. 
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Table 1. Characteristics of PV modules [6, 7] 

Module types 

Units 

of 

measu

re 

MC PC 
TF-

MC 

Peak power [W] Pmax 250 250 240 

Nominal voltage [V] Umpp 8.20 8.25 43.70 

Nominal current [A] Impp 30.50 30.30 5.51 

Short circuit current [A] Isc 8.80 8.75 5.85 

Open circuit voltage [V] Uoc 37.90 38.40 52.40 

Module efficiency [%] ηm 15.60 15.30 19.00 

Cell efficiency [%] ηc 17.40 17.10 21.60 

NOCT [°C]  44 44 44 

Temperature coefficient Isc 

[mA/°C] 
α +4.50 +4.90 +1.76 

Temperature coefficient Uoc 

[mV/°C] 
β -132 -121 -131 

Temperature coefficient Pmpp 

[%/°C] 
γ -0.35 -0.40 -0.30 

Maximum system voltage [V]  1,000 1,000 1,000 

Current value String fuse [A]  13 13 15 

Length [mm]  1,649 1,649 1,580 

Width [mm]  991 991 798 

Height [mm]  40 40 35 

Weight [kg]  18.50 18.50 15.00 

 

I-V characteristics in different conditions of irradiance for crystalline and thin-film 

monocrystalline modules are shown in continuation, Figure 3 and Figure 4. 
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Figure 3. Crystalline I-V characteristics [6] 

 

 
Figure 4. TF-MC I-V characteristics [7] 

 

A photovoltaic module has two types of warranties: power output and equipment 

guarantee. Product warranty and output power warranty are very important because they 

protect customer against failures due to manufacturing defects, environmental issues, 

premature wear and tear etc. It can help you assure that your service and support needs 

will be covered if a PV module problem ever occurs. 

 

Most common performance warranty will guarantee 90 % of output power after 10 years 

and 80 % after 20 years as TF-MC module manufacturer assures, Figure 5 [7]. 
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Likewise, some of the producers offer linear warranty for output power as MC and PC 

manufacturer assures, Figure 6 [6]. 

 

 
Figure 5. Power output and product warranty – TF-MC module [7] 

 

 
Figure 6. Power output and product warranty – MC and PC modules [6] 

 

3 Materials and Method 

 

3.1 Equipment and measuring instruments 

 

Measurements were conducted on PV modules made from three different photovoltaic 

technologies. Measuring instruments used for measurements are Metrix PX110 Digital 

Wattmeter and Seaward Solar Survey 200R. Metrix PX110 Digital Wattmeter is used for 

output voltage, output current and PV module output power in maximum power point. 

Solar irradiance is measured with Seaward Solar Survey 200R irradiance meter. 

 

3.2 Measuring methodology 

 

Measurements of electrical characteristics of the PV modules are conducted from 7 a.m. 

to 6 p.m. for two days, with different weather conditions. Frequency of the measurement 

is one hour. Firstly, solar irradiation is measured. After that, maximum power point of a 

PV module is tracked for each module and output power with digital wattmeter is 

measured. Electrical circuit used for the maximum power point tracking is given in Figure 

7 [8]. 
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 Figure 7. Maximum power point tracking electrical circuit 

 

4 Results and Discussion 

 

Figures 6-7 show output power of three different PV module technologies in the same 

weather condition. Two different weather conditions in a day were considered, sunny day 

and partly cloudy day. First type, given in Figure 8 and Figure 10, is a sunny day. 

Measurements for sunny day are taken on April 3rd, 2014. Second case of weather 

conditions, given in Figure 9 and Figure 11, is partly cloudy day. Measurements for partly 

cloudy day are taken on April 24th, 2014. Horizontal axis of the Figure 8 and Figure 9 

shows time while vertical axis gives relation of output power of a PV modules P and 

output power in standard test conditions (STC) PMPP. 

 

 
Figure 8. Output power of three different PV module technologies for a sunny day 
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Figure 9. Output power of three different PV module technologies for partly cloudy day 

Efficiency of three different PV module technologies for different weather conditions is 

given in Figure 10 and Figure 11. Figure 10 shows efficiency of PV modules for a sunny 

day while Figure 11 shows efficiency for partly cloudy day. 

 

 
Figure 10. Efficiency of three different PV module technologies for a sunny day 

 

 
Figure 11. Efficiency of three different PV module technologies for partly cloudy day  

 

Total daily electricity production per surface area of three different PV module 

technologies for different weather conditions is given in Table 5. 
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Table 5. Total daily electricity production per surface area  

PV module Sunny day [Wh/m2] 
Partly cloudy day 

[Wh/m2] 

Bisol BMO (MC) 799.62 367.85 

Panasonic VBHN240SE10 (TF-

MC) 
1,077.11 457.93 

Bisol BMU (PC) 830.40 379.72 

 

Results of output power for a sunny day given in Figure 8 show that the biggest output 

power gives MC-TF PV module i.e. Panasonic N240. For a partly cloudy day, the biggest 

output power gives PC PV module i.e. Bisol BMU 250 even though MC-TF PV panel 

gives slightly lower output power while its STC output power is 10 W lower than MC 

and PC STC output power. This difference in efficiency of solar energy conversion into 

electricity is visible in Figures 10 and Figure 11. MC-TF PV module has significantly 

greater efficiency of energy conversion. MC and PC PV modules have almost equal 

efficiency of energy conversion even though PC PV module has slightly greater 

efficiency than MC PV module. Deviations in output power and efficiency of energy 

conversions in relation to the time are results of rapid changes in solar irradiation in short 

time. Results given in Table 5 show that greatest energy production per surface area has 

MC-TF PV module. PC PV module has slightly greater production of electricity per 

surface area than MC PV module which confirms results analysed above. 

 

5 Conclusion 

 

Photovoltaic systems come in a wide range of sizes, from those sized to meet the needs 

of a single-family house to huge commercial systems [5]. Analysis of electricity 

production showed that high-efficient monocrystalline thin-film module has 20 % to 35 

% greater electricity production per square meter in comparison with classical 

monocrystalline and polycrystalline PV modules. The measurements have confirmed 

details from the PV modules datasheets. TF-MC module achieves the best performance 

per square meter and by that, it is particularly suited for small roof areas. This module 

has glass with anti-reflective coating that ensures high power output even in poor weather 

conditions which is showed by measurements for partly cloudy day. Polycrystalline 

module has little bit better performance per square meter in comparison with 

monocrystalline module.  
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Abstract Much of the world’s energy, however, is currently produced and 

consumed in ways that could not be sustained if technology were to remain 

constant and if overall quantities were to increase substantially. The need 

to control atmospheric emissions of greenhouse and other gases and 

substances will increasingly need to be based on efficiency in energy 

production, transmission, distribution and consumption in the country. 

Water is a vital resource that supports all forms of life on earth. 

Unfortunately, it is not evenly distributed by season or geographical region. 

Hydropower energy is a renewable, sustainable and clean energy in the 

other alternative energy sources. Moreover, it does not deprive future 

generations in terms of raw materials, or burdening them with pollutants or 

waste. This paper deals with sustainable energy policies for clean 

environment in Turkey. 
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1 Introduction 

 

Some countries such as Turkey has dynamic economic development and rapid population 

growth. It also has macro-economic, and especially monetary, instability. The net effect 

of these factors is that Turkey’s energy demand has grown rapidly almost every year and 

is expected to continue growing, but the investment necessary to cover the growing 

demand has not been forthcoming at the desired pace. However meeting energy demand 

is of high importance in Turkey. But exploiting the country’s large energy efficiency 

potential is also vital. Air pollution is a significant problem and, as the government’s 

projections show, carbon emissions could rise sharply if current trends continue [1-10].  

 

On the other hand, as would be expected, the rapid expansion of energy production and 

consumption has brought with it a wide range of environmental issues at the local, 

regional and global levels. With respect to global environmental issues, Turkey’s carbon 

dioxide (CO2) emissions have grown along with its energy consumption. States have 

played a leading role in protecting the environment by reducing emissions of greenhouse 

gases (GHGs). In this regard, renewable energy resources appear to be the one of the 

most efficient and effective solutions for clean and sustainable energy development in 

Turkey. Turkey’s geographical location has several advantages for extensive use of most 

of these renewable energy sources. Hydropower is one of national and renewable 

resource of the country. In this reason, in the coming decades, global environmental 

issues could significantly affect patterns of energy use in Turkey [1-10]. 

 

Hydropower industry is closely linked to both water management and renewable energy 

production, and so has a unique role to play in contributing to sustainable development in a 

world where billions of people lack access to safe drinking water and adequate energy 

supplies. On the other hand, approximately 1.6 billion people have no access to electricity 

and about 1.1 billion are without adequate water supply. However, resources for 

hydropower development are widely spread around the world. Potential exists in about 150 

countries and about 70% of the economically feasible potential remains to be developed-

mostly in developing countries where the needs are most urgent [1-10]. Although the initial 

investment cost of hydropower seems relatively high, the projects have the lowest 

production costs and do not depend on foreign capital and support, when considering 

environmental pollution and long-term economic evaluation. Hydropower is available in 

a broad range of project scales and types. Projects can be designed to suit particular needs 

and specific site conditions. As hydropower does not consume or pollute the water it uses 

to generate power, it leaves this vital resource available for other uses. At the same time, 

the revenues generated through electricity sales can finance other infrastructure essential 

for human welfare. This can include drinking water supply systems, irrigation schemes for 

food production, infrastructures enhancing navigation, recreational facilities and 

ecotourism. 

 

It is well known that the GAP will play an important role in the development of Turkey’s 

energy and agriculture sector in the near future. For this reason, it is suitable to examine 

the general structure of this project and its effects. The GAP project is one of the largest 
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power generating, irrigation, and development projects of its kind in the world, covering 

3 million hectare of agricultural land. This is over 10 % of the cultivable land in Turkey; 

the land to be irrigated is more than half of the presently irrigated area in Turkey. The 

GAP project on the Euphrates and Tigris Rivers encompasses 20 dams and 17 

hydroelectric plants. Once completed, 27 billion kWh of electricity will be generated 

annually, which is 45 % of the total economically exploitable hydroelectric potential [10]. 

 

2 The Role of Clean Energy 

 

Primary energy supply is projected to increase from 64.5 mtoe (1995) to 332.0 mtoe 

(2025). Crude oil imports remain constant at 33.0 mtoe after 2004 when the domestic 

refineries are forecast to run into their processing capacity, resulting in a drop in crude 

oil share from 44% to 10% of total supplies. Once the refining capacity is reached, net 

imports of refined products quickly grow from 2.6 to 52.3 mtoe (2000–2025), accounting 

for about 16% of total supplies by 2025. Natural gas quickly increases its share from 10% 

(6.3 mtoe) in 1995 to 42% (139.8 mtoe) of total supplies in 2025. Although renewables 

double over 2000–2025, their share decreases from 14% in 2000 to 7% in 2025 [7,11-

15]. Along with the economic growth and population increase, significant increases were 

observed both in primary energy and electricity consumption during the 8th Plan period 

[16]. Consumption of primary energy reached 98.3 Mtoe as of the end of 2006 with an 

annual average increase of 2.8% while electricity consumption reached 165.3 billion kWh 

with an annual average increase of 4.6% during this period [17]. 

The Ministry of Energy and Natural Resources carries out the general energy planning 

studies, using an ‘MAED’ demand model, and TEIAS, (Turkish Electricity Transmission 

Company) carries out energy generation expansion planning studies, using the 

DECADES model. The MAED model [14] which was developed by the International 

Atomic Energy Agency (IAEA), makes projections of the medium and long-term general 

electricity demand. It takes into consideration a detailed analysis of social, economic and 

technical systems. The TEIAS, has prepared the Long-Term Energy Generation Plan, 

taking into consideration the MAED model demand outcome. According to the Plan, the 

installed capacity will increase to 57,551 MW in 2010 and to 117,240 MW in 2020. The 

installed hydropower capacity is anticipated to increase to 18,943 MW in 2010 and to 

34,092 MW in 2020. Thus, an additional 1000 MW of hydro capacity should be added to 

the system annually over the next 20 years. Turkey is thus seeking support for the 

development of all its economic potential by 2023, which is the 100th anniversary of the 

foundation of the Turkish Republic [1,12,18-20]. 

 

3 Energy Policies in Turkey 

 

Turkey is an energy importing country; more than half of the energy requirement has 

been supplied by imports. Oil has the biggest share in total primary energy consumption. 

Due to the diversification efforts of energy sources, use of natural gas that was newly 

introduced into Turkish economy, has been growing rapidly. Turkey has large reserves 

of coal, particularly of lignite. The proven lignite reserves are 8.0 billion tons (Tab.1). 

The estimated total possible  reserves  are  30  billion  tons. Turkey, with its  young 
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population and  growing  energy demand per person, its fast growing urbanization, and 

its economic development, has been one of the fast growing power markets of the world 

for the last two decades (Figures 1 and 2), [26]. It is expected that the demand for electric 

energy in Turkey will be 300 billion kWh by the year 2010 and 580 billion kWh by the 

year 2020. Turkey’s electric energy demand is growing about 6-8% yearly due to fast 

economic growing [15-17, 21-25]. In Turkey, primary energy production and 

consumption has reached 28 and 98.3 million tons of oil equivalent (Mtoe) respectively 

(Table2 and 3). Turkey’s use of hydropower, geothermal and solar thermal energy has 

increased since 1990. However, the total  share of  renewable  energy  sources  in  total 

primary energy supply (TPES) has declined, owing to the declining use of non- 

commercial  biomass  and  the growing role of 

 

Table 1. Primary energy reserves in the last decade in Turkey 

Energy sources Proven Probable Possible Total 

Hard coal (Million ton) 428 456 245 1129 

Lignite (Million ton)     

Elbistan 3 357   3 357 

Others 3 982 626 110 4 718 

Total 7 339 626 110 8 075 

Asphaltite 45 29 8 82 

Bitumes 555 1 086  1 641 

Hydropower     

GWh/yr 126 109   126 109 

MW/yr 35 539   35 539 

Petroleum (Million ton) 39   39 

Natural gas (Billion m3) 10.2   10.2 

Nuclear sources (ton)     

Uranium 9 129   9 129 

Thorium 380 000   380 000 

Geothermal (MW/yr)     

Electricity 200  4 300 4 500 

Thermal 2 250  28 850 31 100 

Solar energy     

Electricity    8.8 

Heat    26.4 

 

natural gas in the system. Turkey has recently announced that it will reopen its nuclear 

programme in order to respond to the growing electricity demand while avoiding 

increasing dependence on energy imports [21,23,25]. Turkey’s demand for energy and 

electricity is increasing  rapidly. Since 1990, energy  
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consumption has increased at an annual average rate of 4.3%. As would be expected, the 

rapid expansion of energy production and consumption has brought with it a wide range 

of environmental issues at the local, regional and global levels [1,11,12,15]. 

 

 
Figure 1. Turkey’s Primary Energy Production During 2000-2030 

 

 
Figure 2. Turkey’s Primary Energy Consumption Forecast 2000-2030 
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Table 2. Selected Indicators of Primary Energy Consumption and Resources  

(Thousands TOE*) 

 

 Energy Sources 

2005 

Realization 

2006 Realization 2007 Realization 

Amoun

t 

 (%) Amoun

t 

 (%) Amoun

t 

 (%) 

Commercial Energy 89,050 94.4 93,680 94.7 96,680 94.5 

   Hard coal 14,805 15.7 15,052 15.2 16,052 15.2 

   Lignite 10,760 11.4 11,005 11.1 12,005 11.1 

   Petroleum products 32,855 34.8 35,160 35.6 37,160 35.6 

   Natural gas 25,665 27.2 27,356 27.7 29,356 27.7 

   Hydraulic energy 3,744 4.0 3,801 3.8 3,981 3.8 

   Renewable energy 1,350 1.4 1,427 1.4 1,627 1.4 

Non-commercial 

Energy 

5,250 5.6 5,200 5.3 5,6080 5.5 

   Wood 4,100 4.4 4,100 4.1 4,100 4.1 

   Biomass 1,150 1.2 1,100 1.1 1,100 1.4 

Total 94,300 100 98,880 100 102,28

8 

100 

*TOE: Tons of Oil Equivalent; KEP: kilogram of oil equivalent 

 

Table 3. Developments in Production and Consumption of Energy 

 2000 2002 2004 2006 

Primary energy production 

(TTOE) 

27,621 24,884 24,170 28,020 

Primary energy consumption 

(TTOE) 

81,193 78,322 87,778 98,300 

Consumption per capita (KOE) 1,204 1,131 1,234 1,249 

Electricity installed capacity 

(MW) 

27,264 31,846 36,824 39,596 

Thermal (MW) 16,070 19,586 24,160 26,481 

Hydraulic (MW) 11,194 12,260 12,664 13,115 

Electricity production (GWh) 124,922 129,400 150,698 165,346 

Thermal (GWh) 94,011 95,668 104,556 124,321 

Hydraulic (GWh) 30,912 33,732 46,142 41,025 

Electricity import (GWh) 3,786 3,588 464 636 

Electricity export (GWh) 413 435 1,144 1,812 

Total Consumption (GWh) 128,295 132,553 150,018 168,216 

Consumption per capita (kWh) 1,903 1,914 2,109 2,240 
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4 Environmental Issues in Turkey 

 

Turkey is a rapidly growing country whose income level is moving towards that of the 

rest of the OECD area. This catch-up process has been associated with a rapid growth of 

greenhouse gas emissions. Nonetheless, carbon emissions from any country contribute 

equally to the pressure on the global climate. Consequently, the major issue facing policy 

makers is how to contribute to reducing the burden on global resources at a low cost and 

without jeopardizing the rapid growth of the economy [21,15,23]. 

 

Turkey shares a number of features with some other OECD countries that suggests it 

would be possible to considerably moderate the growth of greenhouse gases with little or 

even no cost. The proportion of energy derived from carbon-intensive coal and lignite is 

one of the highest in the OECD area, reflecting ample reserves of lignite, while a 

completely liberalized market in natural gas has not existed [21].  

 

Most greenhouse gas emissions in Turkey come from electricity generation sector that 

has been a largely state-owned industry operating under non-commercial criteria. 

Subsidies have been growing following a government decision to expand the industry in 

the late 1990s after a period of cutbacks in employment and output. Currently, consumer 

prices are held low because the government has to pay for certain imported gas whether 

it is used or not and also in order to encourage households to convert to gas [21,23,25]. 

 

While fossil fuels are likely to become less carbon intensive, the supply of renewable 

energy is unlikely to keep pace with the growth in the economy. First, consumers are 

likely to switch away from animal waste as a fuel source as incomes grow, while wood 

resources are limited by deforestation concerns. In addition, even with a planned tripling 

of hydro capacity in the period from 2000 to 2020, the share of hydro in total electricity 

generation will fall. In addition, the environmental consequences of such an expansion 

will have to be carefully monitored as will overall costs as most of the expansion in the 

period to 2010 is expected to come from small-scale hydro projects [1,7,24,27]. 

 

5 Conclusions  

 

The environmental impacts of hydro plants are minimal compared with alternative 

resources. They make use of our renewable "green energy" resource, without causing 

pollution and CO2 emission. They have considerable advantages, since they use the 

renewable sources of the country, are free of fuel costs, and their design and construction 

can be performed by Turkish engineers and contractors. They are also easily adaptable to 

the system load demands. 

 

There is no single solution to the world’s quest for more, cleaner energy and effective water 

management. Energy and water for sustainable development depend not only on supply 

choices, but also on how these choices are implemented. It requires the creation of a level 

playing field among available energy options and global water governance involving all 

stakeholders in a participatory decision-making process. In adopting their own 
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sustainability guidelines, the members of the International Hydropower Association are 

committed to developing and operating their projects, in collaboration with all stakeholders, 

in a way that is environmentally friendly, socially responsible and economically efficient 

so that hydropower projects can make a major contribution to achieving sustainable energy 

and resource development. 

 

Hydropower energy is a renewable, sustainable and clean energy in the other alternative 

energy sources. Moreover, it does not deprive future generations in terms of raw 

materials, or burdening them with pollutants or waste. Hydroelectric power plants utilize 

the basic national and renewable resource of the country. Although the initial investment 

cost of hydropower seems relatively high, the projects have the lowest production costs 

and do not depend on foreign capital and support, when considering environmental 

pollution and long-term economic evaluation. 
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Abstract Worldwide, building is one of the most consuming energy sectors which 

are contributing significantly to the greenhouse effect, climate change and negative 

environmental impact. In Algeria, building sector is responsible of about 42% of 

the final energy consumption, with about 35% in the residential houses and 6% in 

the tertiary. This consumption is still in expansion, due to mainly on an exceptional 

growth of population and urbanism. The main objective of this paper is to study and 

assess the contribution of the grid-connected photovoltaic system in the energy 

balance in the residential building. A case study is applied in the northern region of 

Algeria. The photovoltaic system supplies the house with electricity during the 

sunny days, and during the night or the cloudy days, the house is powered by grid. 

The calculation of energy performance is based on the optimization, rationalization 

and saving energy approach. This takes into account the energy profiles of 

residential homes, real data and meteorological conditions (ambient temperature 

and irradiance). The results show clearly that the use of saving energy and grid-

connected photovoltaic system allows a reduction of energy demand and a positive 

annual electricity balance of the studied residential house. The PV system generated 

67.6% of the overall energy used in the house. Only, 33.4% are purchased from the 

grid. An energy positive balance of 2 kWh/day is observed. 
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1 Introduction 

 

In Algeria, the energy consumption in building sector is one of the consuming energy 

sectors. So, it is responsible of 42% of the final energy consumption, with 35% in the 

residential building and 6% in the tertiary building. The rate of energy consumption in 

the building sector is growing rapidly for several reasons: (a) low cost of conventional 

energy (Government-subsidized energy), (b) substantial increase of population and 

housing stock, (c) increase number of electrical equipment in each house, (d) use of non-

economic electrical equipment such as incandescent lamps and very cheap air 

conditioners, (e) absence of awareness and lack of culture on the energy saving [1] and 

[2]. 

 

The integration of photovoltaic system into the building can enable self-production of 

electricity. At the same time, the system can help the electricity-grid by injecting the extra 

photovoltaic electricity produced, especially, during hot and sunny periods. Because, 

during these periods the electrical demand is the highest due to the use of air conditioning. 

 

This will also help in reducing the climate and environmental impacts. However, for the 

feasibility of a PV system, there should be enough solar energy throughout the year. 

Algeria is one of many countries that have a high solar energy resource. 

 

The techniques developed to date, depending on the place of use and the power 

requirements; offer the possibility of combining several energy production systems [3]. 

The idea of embedded generation has the advantage of not only supplying electricity from 

renewable energy and the grid, but exporting the generated energy to the grid. For 

example, the photovoltaic (PV) system can be used for a local Grid in an urban 

environment to supply housing, and in the event of surplus energy, the excess energy can 

be injected into the grid. 

  

To give voice to this study, a separate home with a 90-m2 floor area was selected in order 

to analyze the house energy performances in Mediterranean climate conditions. The 

experimental house was built as part of a European MED-ENEC program and scientific 

collaboration between Renewable Energy Centre (CDER, Algeria) and National Center 

for the Study and Integrated Research of Buildings (CNERIB, Algeria). The building is 

situated in the North of Algeria in a village named Souidania (Figure 1). The house 

contains seven parts specifically, two rooms, living room, kitchen, restroom, and corridor 

[4]. 
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Figure1. The experimental bioclimatic house (Souidania, Algiers) 

 

Today, solar energy and in particular photovoltaic systems are currently experiencing 

strong global growth (+ 16.9% of the photovoltaic power installed in the world in 2015 

compared to 2014) and are expected to represent a share of the future energy mix in the 

space of a few decades, various approaches exist to analyse installed solar PV world 

capacity [5] and share of grid-connected PV system [6]. 

 

Figure 2 Shows the evolution of photovoltaic power installed at the global level expresses 

a strong growth of the market since the beginning of the decade. It is also possible to 

distinguish in Figure 3 several configurations of Photovoltaic systems currently in use, 

grid-connected PV systems (On-grid) and stand-alone Photovoltaic systems (Off-grid) 

are used when the grid distribution is non-existent or when the cost of connection to this 

grid are prohibitive. The installation capacity for off-grid cannot be compared to the grid-

connected, as the rapid development of grid-connected PV eliminates the off-grid as 

clearly shows Figure 3. There are two types of structures of a photovoltaic system 

connected to the grid: centralized and decentralized. 

 

Centralized (Production/Sale) is a system with direct connection to the Grid, the energy 

produced is injected directly into the Grid. In this type of application, all the energy 

produced is destined to be sold to the electricity distributor at a preferential rate.  

 

Decentralized (Production/Consumption/Sale):  

 

The surplus energy produced by the PV system in the house is sold to the grid and to meet 

excess demand, when the consumption exceeds the production, the energy is provided by 

the Grid. It is therefore necessary to count separately the kWh injected and those taken 

from the grid, which requires installing two unidirectional (electronic) counters.  
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To support the development of the sector, the purchase price of the kWh produced by a 

photovoltaic installation is higher than the price charged by the electricity companies for 

the sale of electricity to their customers. For example, the new German tariffs for the 

purchase of photovoltaic energy go in this direction, an increase of 5€-cts/kWh of 

photovoltaic energy consumed on the site has been put in place (if the panels are 

integrated into the building) in January 2010 [7].  

 

 
Figure 2. Solar PV global Capacity and Annual Additions, 2010-2015 

 

 
Figure 3. share of grid-connected and off-grid in world, 2010-2015 

 

2 Description of the System 

 

Photovoltaic power systems connected to the grid may change in size depending on the 

demand, but they have the same components, figure 4 shows grid-connected photovoltaic 

systems are integrated into the building [8], [9].  
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Figure 4. Power circuit of the photovoltaic system connected to the grid 

 

This system contains 6 PV modules mono-crystalline arranged in series. Whole module 

area is 7.66 m². The power conditioning device is a range of supervisor and inverter (SMA 

1200). This inverter guarantees the supervision and the safety of the grid furthermore the 

conversion DC/AC with a power of 1.2kVA. The nominal productivity of this inverter is 

92.1%. The photovoltaic array connected to the electric grid. During day time electricity 

is supplied by the photovoltaic system and during the night or absence of the sun, the 

electrical power is supplied from the electricity grid and in the event of surplus energy, 

the extra energy injected into the grid. Together with the house meter for calculates the 

energy production and consumption. All house electrical appliances are served by both 

the PV system and grid’s power, the arrangement of the grid-connected PV system.  

 

3 Modelling of the System 

 

3.1 Photovoltaic generator 

 

The mathematical modelling of the equivalent circuit of a solar cell is idealized by a 

junction diode PN by an Iph current source, a series resistor Rs, which models the joule 

losses, a parallel resistor Rsh, which represents the internal losses. There are numerous 

mathematical models but the only difference is between the mathematical measures and 

the amount of parameters elaborated in the calculation of the voltage and current of the 

photovoltaic module. In this study, two diodes were modelled. A supplementary diode is 

positioned in parallel with the circuit of the simple model of a diode Figure 5. This diode 

is included to provide a much more accurate I-V characteristic curve [10]. Equation (1) 

is shown the ratio between the output current I and the output voltage V at the terminals 

of the load resistor Rc [11]. 
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Where, Rs is series resistor, Rsh is shunt resistor, Iph is photo-current, Vth is thermal voltage 

of the diode, Isat1 and Isat2 are saturation current of the diode D1 and D2, n1 and n2 are 

ideality factors of the diode D1 and D2. 

 

 
Figure 5. Equivalent circuit of a solar cell, model of two diodes 

 

3.2 Inverter 

 

In this section, an empirical model was introduced by SANDIA Laboratories (Sandia 

National Laboratories), the model was valid to all commercial inverters employed in PV 

systems. It is a simple model which allows calculating with precision the output power 

(Pac) according to the input power (Pdc) of the inverter. This will be used model the 

dynamic behaviour of single-phase inverter (SMA1200) connected to the grid. The model 

requires an adjustment of the performance parameters (coefficients) under real 

conditions. The equations below describe the model of the inverter developed by the 

SANDIA laboratories. The DC voltage (Vdc) and DC power (Pdc) are considered as 

independent variables to calculate the output power of the inverter (Pac) [12]. 

 

Parameters with index "o" are constant values which are defined in reference conditions 

or nominal operation. The C0, C1, C2 and C3 are constant coefficients of the inverter 

model. The relationship between Pac as a function of Vdc and Pdc is given by the following 

equation (2). 

 

     20 BPCBPBAC
BA

P
P dcdc

ac
ac 











    (2) 

 

Where:  

 

𝐴 = 𝑃𝑑𝑐𝑜 × [1 + 𝐶1 × (𝑉𝑑𝑐 − 𝑉𝑑𝑐𝑜)]      (3) 

 

𝐵 = 𝑃𝑠𝑜 × [1 + 𝐶2 × (𝑉𝑑𝑐 − 𝑉𝑑𝑐𝑜)]      (4) 

 

𝐶 = 𝐶𝑜 × [1 + 𝐶3 × (𝑉𝑑𝑐 − 𝑉𝑑𝑐𝑜)]      (5) 
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Table 1. Performance Parameters of SMA1200 

Performance 

settings 

Default 

setting 

Laboratory 

SANDIA 

Units 

Paco 1200 1200 W 

Pdco 1320 1320 W 

Pso 400 400 W 

Vdco 15 3.5 V 

C0 0 -1.44e-8 W-1 

C1 0 1.385 V-1 

C2 0 -0.00284 V-1 

C3 0 1.074 V-1 

 

3.3 Consumption profile 

 

The maximum power required and the daily energy consumed by the dwelling must be 

determined in order to realize the dimensioning of the electrification infrastructure. We 

estimated the mean hourly load curve of the habitat to be electrified. The consumption 

profile adopted in this study corresponds to the load profile generally encountered in 

suburban regions [13]. We chose a house equipped with all the appliances to provide 

comfort to the occupants. The characteristics of this house are: 

 

- Three (3) rooms, corridor, courtyard. 

- Lighting: Rooms, kitchen, toilet, bathroom, courtyard and corridor. 

- Appliances: Refrigerator, TV, Radio, computer, laptop, Washing machine, Air 

Conditioner, and Fan. 

 

We considered one consumption profiles for the winter and summer period. The number 

of hours of use of the equipment is determined according to the consumption Figure 6. 

 

 
Figure 6. Daily load profile developed 
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4 Simulation and Results 

 

4.1 Simulation of electrical performances 

 

An elaborated Matlab-Simulink model was developed and the effect of different 

subsystem of a Grid-connected PV system was analysed. In the modelling, the demand 

side management was also considered. The simulation was performed with a real daily 

profile of data input from Algeria site, (the temperature, irradiance and the developed 

load profile). The capacity for the PV array and Inverter considered in the model was 1.2 

KWp.  

 

The daily electrical simulation results for the 1.2 kWp PV system from two different days 

(One day was in summer and the author one was in winter) see Figure 7 and 8. The 

following results are: the produced energy from PV, load power energy, the purchased 

energy, and the PV electricity exported to the grid for each hour during the day. We can 

notice that the PV system continues in generating the electricity on winter days (for 

example cloudy days), but not as much as on a summer day.  

 

Figure 7 shows that in the summer day, the PV- electricity which is generated before 8 

O’clock in the morning cannot meet the energy consumption that is needed, because the 

sun’s irradiance was not sufficient. The PV energy begins to increase from 8 O’clock to 

18 O’clock. Therefore, when the power is produced from the sun, it can effortlessly meet 

the need of the house’s energy required. The extra energy generated by the PV system, 

connected to the home will be injected to the grid. After 19 O’clock the PV does not any 

energy thus, all the energy is bought from the grid. Figure 8 presents the production of 

the electricity in winter day where the power produced by the PV system could not 

encounter the energy consumption required between 9 O’clock to 18 O’clock. During the 

winter period especially when it is cloudy, the energy consumption is utterly purchased 

from the grid. 

 

The daily electrical simulations results for a 1.2 kWp PV system are given in Fig 9(a) and 

9(b). The total daily electricity consumption in the house from both PV system and the 

grid is load_ac = 6439 Wh/day; The total daily Wh imported from the grid per (summer 

and winter day) which arises when the PV gives less power connected to the house 

electricity demand “Grid purchases” is Purchases_grid for summer 2593Wh/day and 

4054 Wh/day in winter; The total daily Wh produced by PV array for summer is 

8483Wh/day and 3911Wh/day in winter, that happens when the PV produces extra 

energy connected to the house electricity demand ‘‘grid sales’’ is Injected_grid for 

summer 4636 Wh/day and 1525 Wh/day in winter. 

 

4.2 Daily Energy Production 

 

In winter, the daily rate of energy produced by the PV array was 49% of the total electric 

power produced in the house and daily energy imported by the grid was 51%. But in 
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summer, daily rate of electricity produced by the PV array building was 67.6% and daily 

energy imported by the grid was 33.4%. 

 

4.3 Daily Energy consumption 

 

In winter, the daily rate of electricity consumed by loads was 81% of the electric power 

consumption in the house and daily rate of electricity injected into a grid (sold to the grid) 

was 19%. But in summer, the daily rate of electricity consumed by loads 58% and daily 

rate of electricity injected into a grid was 42%. 

 

 
Figure 7. Matlab results for hourly electrical simulation of day in the summer 

 

 
Figure 8. Matlab results for hourly electrical simulation of day in the winter 
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Fig 9(a) Daily electric power production 

 

 
Fig 9(b) Daily electric power consumption 

 

5 Conclusion 

 

The study reveals that the grid-connected PV system might completely meet the energy 

needed for that house where we can still utilize the grid as a storage of electricity during 

night time when solar is energy is off. 

 

The results of simulation of electrical performances are very effective and efficient. The 

daily energy balance on a summer day shows that photovoltaic produced more than the 

energy required for the house. Regarding the excess energy, it was exported to the grid 

for the storage. However, it was found that for a winter day, photovoltaic production is 

not sufficient to meet all of the demand. Nevertheless, in order to compensate the needed 

energy, we purchased from the provided grid. 

 

The PV system generated the equal of 67.6% of the overall energy used in the house. The 

daily energy taken from the grid shows around 33.4% of the global energy utilized in the 

house, and the energy injected into the electricity grid is greater than the energy purchased 

from the grid. A positive balance of 2 kWh/day was observed. The integration of 
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renewable energy sources in the house has shown to provide positive impact to the both 

the environment and to meet excess energy demands.  

In addition to that, among the advantages of the system, we can find that it has no 

electrochemical storage and the benefits stresses on the less control and preventive 

maintenance of the system where also the cost can be reduced.  
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Abstract Multi-Criteria Decision Making techniques provide solution for 

the problems involving multiple objectives with variety of indicators often 

in conflict with each other. The choice of multi-criteria methods that will 

be used to assess the sustainability of some of the observed complex system 

is the first step in sustainability determination. There is no ideal method 

and sometimes combination of methods may be required. The objective of 

this study is to apply two methods: Analytic Hierarchy Process (AHP) and 

Analysis and Synthesis of Parameters under Information Deficiency 

(ASPID) to the same complex system and to compare results.  The energy 

system under investigation is the thermal power plant unit which should be 

revitalized. There are four options of this system presented by three 

indicators: economic, social and environmental, which express the essential 

features of the analysed options.  The main difference of two multi-criteria 

techniques are based on different weighting factors subjective (AHP) and 

objective (ASPID). Rank options comparison is obtained using those two 

methods for the same set of priorities. 
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1 Introduction 

 

Sustainable development is widely used in various fields of life. Sustainability is the state 

of the system from economic, ecological and sociological point of view, which often have 

opposite effects on a given system. Therefore, to assess the sustainability of a system 

Multi Criteria Decision Making (MCDM) techniques are mainly used. In the past several 

years, the increase of using of MCDM techniques has been notable [1]. Authors have 

considered methodological characteristics of 15 different MCDM techniques in: number 

of criteria and indicators, normalization or the main economic activities related to the 

different case studies, published in 271 papers. Two of them are prominent: Analytical 

Hierarchy Process (AHP) and Weighted Arithmetic Mean (WMA). Conclusion from 

analysis is: there is nothing like the best suited MCDM method to be applied for any 

sustainability problem. For energy systems authors use different methods.  In Finland [2], 

for a new sustainable residential area, evaluation of the best heating system for a new 

single-family house is done, taking into consideration different technical, economic, 

environmental and criteria of use. The Stochastic Multi-Criteria Acceptability (SMAA) 

method is used with mixed ordinal and uncertain cardinal information, and imprecise 

preference information. The 11 alternative heating systems were evaluated in terms of 15 

criteria. The criteria have formed a two-level hierarchy of the main criteria and sub-

criteria.  

 

For assessing the global sustainability of power plants [3], the problem of assessing the 

sustainability of different types of power plants is addressed. Recognizing the diversity 

of indicators and criteria to be taken into account, the paper proposed the MIVES method 

to assess sustainability in the energy sector. The proposed model was used to assess the 

sustainability of five conventional and five renewable power plants. With these 

techniques, authors have concluded that the differences between the electricity generation 

systems could be analysed in greater detail. 

 

This indicates the need for MCDM methods comparisons to determine benefits of using 

certain methods in different areas of life. In this paper, for defining more preferably 

method in the case of thermal power revitalization, two MCDM techniques were 

compared: Analytical Hierarchy Process (AHP) and Analysis and Synthesis of 

Parameters under Information Deficiency (ASPID). 

 

2 Options for the Analysis of the Sustainability of Unit in Thermal Power 

Plant 

 

In this paper we have considered possibility of replacement of one old unit in the thermal 

power plant.  Power plant unit of 32 MW have been using lignite coal as a fuel. The four 

options for the revitalization of the old unit have been proposed in this paper. Sustainable 

development indicators, sets and subsets (indicators and sub-indicators) were formed for 

each proposed option. 
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2.1 Revitalization of unit in the condensational regime with coal (lignite) as a 

fuel - Option 1 

 

By improving combustion and technological process, the efficiency of the unit increases 

and specific consumption decreases with the same power of unit (32 MW). A fall in the 

specific unit consumption leads to a decrease in fuel consumption, which has an impact 

on the production of greenhouse gases (GHG) and reduces production cost of electric 

energy. The characteristics are: the combustion of lignite (Hd= 7 MJ/kg) in a boiler with 

an installed capacity of 32 MW and specific heat consumption 12,5 MJ/kWh. 

 

2.2 Revitalization of unit based on the co-combustion of coal (lignite) and waste 

matters - Option 2 

 

In this option considers the process of coal combustion (lignite) with waste materials 

(30%) produced in the mining, transport, refilling and drying of coal which pollute the 

environment.  Waste materials from the coal drying process are: coal dust, residue of 

condensate which contain tiny fractions of coal, the residue from waste water treatment 

resulting in the technological process of processing and refining of coal and postponed 

tailings in the process of cleaning coal. The possibility of co-combustion lignite and other 

matter created in the operating process of thermal power plant bring about numerous 

positive effects, especially from environmental point of view. 30 % of the energy needed 

for the production of electricity would be received from dried coal dust and other waste 

material: coal dust (27,000 ÷ 45,000 t/year, Hd = 15.6 MJ/kg); residue of condensate 

(8,000 ÷ 10,000 t/year and Hd = 4 ÷ 6 MJ/kg); sludge from waste water treatment 

(approximately 12,500 t/year); postponed tailings (200,000 t/year, Hd = 600 ÷ 3500 

kJ/kg, humidity around 35 %). Reduces greenhouse gas emissions and decreasing the 

amount of waste in the process of drying coal; Hd = 3 MJ/kg for all waste matters [4]. 

 

2.3 Revitalization of unit by gas-combustion in the condensational regime 

(combined gas-steam facility) - Option 3 

 

Thermal power plants with combined gas-steam facilities with power of 32 MW have a 

significant decrease in the capital costs and significant increase in the overall efficiency 

compared to other conventional facilities. Moreover, there is the possibility of achieving 

production in a wide range of different levels of capacity utilization (flexibility of the 

facility) and a very short period is required for facility deployment [4]. The increase in 

the overall efficiency of combined facilities lays in the fact that heat production is realized 

at a significantly higher average temperature compared to a separate gas process. In 

Option 3, combined gas-steam facility at the threshold of 32 MW in the condensational 

regime is considered. The biggest advantage of this option is the low specific heat 

consumption. There are other effects, such as lower investment costs, flexibility of the 

facility and decrease in environment pollution (decreasing CO2 emissions). 
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2.4 Production of electricity from solar energy (photovoltaic) - Option 4 

 

Photovoltaic technology has developed at high speed and the price of the facilities has 

dropped significantly in the last decade. Solar energy represents 16.7% of the total 

exploitable potential of renewable energy sources (RES) in Serbia. The energy potential 

of solar radiation is about 30% higher in Serbia than in Central Europe: the average value 

of the radiation is 1400 [kWh /m2year]. In this option, facility with projected lifetime of 

20 years, the power of 32 MW and efficiency of 75% is considered [4]. 

 

3 Indicators of Sustainability 

 

The four options have been proposed in this paper. Sustainable development indicators, 

sets and subsets (indicators and sub-indicators) were formed for each proposed option. 

In this paper, economic (Ec), environmental (En) and social (Sc) indicators were selected, 

defined and calculated for assessing the sustainability of thermal power plant for a 

projected lifetime of the plant of 20 years for the previously discussed options. To 

calculate these indicators, a set of sub-indicators for each of the indicators was formed (a 

total of 6 sub-indicators are considered in this paper). 

 

Selected energy indicators of sustainable development: 

 

1. IEP [kWh/€] - Economic sub-indicators of electricity price: Production of 

electricity per all costs in a lifetime.  

2. Iinv [kWh/€] - Economic sub-indicators of investment: The installed capacity 

(MW) per investment amount of the considered option. 

3. ICO2 [kg/kWh] - Environmental sub-indicator of CO2 emission: Illustrative 

emissions of carbon-dioxide per produced of kWh of electricity. 

4. Isal [€/kWh] - Social sub-indicator of cost of labour force: Represents cost of 

labour force per produced of kWh in lifetime of unit. 

5. Iemp [1/kWh] - Social sub-indicator of employee: Represents number of 

employees per kWh produced in lifetime.  

6. Isup [-] - Social sub-indicator of the safety of supply: Represents the value linked 

to resources, import of energy source and possibility of exploitation 

(renewable energy sources). 

 

4 Methodology 

 

Multiple-criteria decision making (MCDM) is a sub-discipline of operations research 

dealing with the application of advanced analytical methods to help make better 

decisions. Conflicting criteria, such as cost or price and, on the other hand, some measure 

of quality are typical in evaluating options [5]. Also, MCDM methods become very 

popular in decision-making for sustainable energy because of the multi-dimensionality 

of the sustainability goal and the system complexity. Specific advantage of MCDM 
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method in comparison with single criteria approach is ability to employ multi-criteria or 

attributes to obtain an integrated decision making result [6]. 

 

Table 1. Value of sustainability sub-indicators 

 

Option  

Economic sub-indicators Environmental 

sub-indicator 

IEP 

[kWh /€] 

Iinv 

[kWh /€] 

ICO2 

[kWh/ kgCO2] 

1 (Coal) 33.33 454.54 0.6623 

2 (Coal+ 

waste) 

33.9 434.78 0.6098 

3 (Gas) 11.36 217.39 2.3810 

4 (Sun) 106.38 10 588.2353 

 

Option  

Social sub-indicators 

Isal [€/kWh] Iemp [1/kWh] Isup 

[-] 

1 (Coal) 0.0059 90 0.95 

2 (Coal+ 

waste) 

0.0065 100 0.9 

3 (Gas) 0.0016 25 0.3 

4 (Sun) 0.0084 20 0.3 

 

There are different multi-criteria decision-making methods for sustainable energy based 

on criteria selection, weighting, evaluation, and aggregation. For energy supply systems 

the criteria are perceived from the technical, economic, environmental and social aspects. 

The weighting methods of criteria are classified into three categories: subjective, 

objective and combination of weighting methods. Besides that, some methods based on 

weighted sum, priority setting, outranking, fuzzy set methodology and their combinations 

are employed for energy decision-making [6]. There is no ideal method and comparison 

of different method results, applied on the same energy system, can show us the level of 

their agreement. 

 

The essence of the Analytical Hierarchy Process is decomposition of a complex problem 

into a hierarchy with goal at the top of the hierarchy, criterions and sub-criterions at levels 

and sub-levels of the hierarchy below the goal level, and decision alternatives at the 

bottom. Elements at given hierarchy level are compared in pairs to assess their relative 

preference with respect to each of the elements at the next higher level. The numeral 

Saaty’s fundamental scale of 1-3-5-7-9 is used to assess the intensity of advantage 

between two elements. The first value of 1 indicates equal importance of the observed 

elements, then 3 means weak of moderate importance of one over another, 5 essential of 

strong importance, 7 very strongly and 9 indicates extremely more importance. The 

intermediate values between the two adjacent scale values (2-4-6-8) are used to represent 

compromise between the main priorities. Numeral ratio scale of comparison is used for 
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quantifiable and non-quantifiable elements’ weighting. The AHP method computes and 

aggregates their eigenvectors until the final vector of weight coefficients for alternatives 

is obtained. This vector reflects the relative importance of each alternative with respect 

to the hierarchy top goal [7]. A decision maker may use this vector due to his particular 

needs and interests as a subjective way of weighting. Putting the results of pair wise 

comparison based on Saaty’s fundamental scale, the matrix of pair wise comparison is 

obtained. After calculation of the weight vector, it is then multiplied with the weight 

coefficient of the element at a higher level (that was used as criterion for pair wise 

comparisons). After repetition of procedure upward for each level, the overall weight 

coefficient, with respect to the goal for each alternative is obtained [7]. 

 

The ASPID is a mathematical method based on the synthesis of fuzzy sets as a technique 

for a MCDM process [8]. Weight coefficients are determined mathematically, by 

choosing them from a finite set of weighting factors. The number of elements, necessary 

for getting finite set of weighting factors, depends on the chosen divider of segment 

between 0 and 1 and on initial number of specific criteria and restrictions based on the 

available set of non-numerical information. Restrictions are given in a form of equality 

and inequality to vest priority to some criteria among other and to determine different 

aspects of the sustainability development. In this manner, weighting factors are 

determined mathematically. On the other hand, the process of normalization converts 

absolute indicator values into a fuzzy set of normalized indicators. Numerically 

normalized indicator values and weight coefficients are input values for getting indicator 

of system quality measurement by their agglomeration using additive form of function. 

The sum of criteria multiplied with the corresponding weighting factor will give a 

sustainability assessment for all cases under consideration [9]. 

 

5 Results and Discussion 

 

In this paper, four cases were selected and based on them, priority was given as in the 

Table 2 on two levels: the first level is for the sub-indicators, and the second one for 

indicators. The weight coefficients of each indicator and sub-indicator within the cases 

are calculated using the ASPID method.  For the AHP method, pairwise comparison 

matrix of the main criteria (indicators) with respect to the goal and pairwise comparison 

matrices for the sub-criteria (sub-indicators) with respect to each criterion are formed 

according to weight coefficients values calculated by ASPID methodology and 

normalized. For the case no. 3, these values are shown in Tables 3 and 4, and they are 

obviously similar for both methods. The same was done for the sub-criteria (sub-

indicators).  
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Table 2. Cases Constrains 

 First level  Second level 

Case 1 IEP> Iinv Isal> Iemp= Isup Ec > En = Sc 

Case 2 IEP> Iinv Isal= Iemp= Isup En > Sc = Ec 

Case 3 IEP= Iinv Iemp> Isup >Isal Sc ˃ En = Ec 

Case 4 IEP> Iinv Isup >Isal= Iemp Ec > Sc > En 

 

 

Table 3. Indicator and sub-indicator weight coefficients and standard deviations 

(ASPID) - Case 3  

weight 

coefficient 

Ec En Sc 

indicator 0.1643 0.1643 0.6714 

sub-indicator 

(IEP) 0.5 1.0 (Isal)   0.104 

(Iinv) 0.5 - (Iemp) 0.618 

- - (Isup) 0.278 

 

Table 4. Normalized value of the main criteria (indicators) with respect to the goal 

(AHP) - Case 3 

weight 

coefficient 

Ec En Sc 

indicator 0.1667 0.1667 0.6666 

sub-indicator 

(IEP) 0.5 1.0 (Isal)   0.10 

(Iinv) 0.5 - (Iemp) 0.60 

- - (Isup) 0.30 

 

The results are shown in the Table 5. Due to the different ways of the problem approach, 

the results can not be directly compared. According to the ASPID methodology 

sustainability index value is from 0 to 1 range, whereas for the AHP method option 

rankings sum is 1. Therefore, we can only compare the obtained option ranks.  

 

In cases 1, 2 and 4 the same rankings were obtained, and the results are similar for both 

methods regardless to the obvious differences between absolute values of sustainability 

index options. For example: Similar evaluation of results was made by normalization of 

Sustainability Index values calculated by ASPID method. Results are shown in Table 6 

together with option ranks by the AHP method for the Case no. 2. Based on these values 

it can be concluded that the AHP method gives the greatest importance to the Option 4 - 

0.7671, while corresponding value according to the ASPID method is 0.4860. If we 

compare the ratio of other ranks in both methods, the importance of Option 1 and 2 is 

nearly three times higher than in Option 3.  
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There is a difference in option ranking in Case 3: 

 

- According to the ASPID method the options’ order is 2,1,4,3; 

- According to the AHP method 2,4,1,3. 

 

The results obtained by ASPID method show that the sustainability index value of the 

option 1 is almost three times higher than for the option 3 and ranks for both options by 

AHP differ less than 1%. For the Case 3, restrictions are given in Table 2: 

 

- At the first level, for the economic indicator Ec, IEP is equal to Iinv. There is only 

one sub-indicator of environmental indicator, and for the social indicator Sc 

relations between sub-indicators are Iemp> Isup >Isal. 

- At the second level, relations between indicators are Sc ˃ En = Ec. 

 

The social indicator Sc has the largest weighting factor, while the weighting factors of 

two other indicators are equal. 

 

If we compare the social sub-indicator values for options 1 and 4, the conclusion is that 

the results obtained by ASPID method are more logical. For a more detailed analysis is 

necessary to carry out sensitivity analysis related to the sub-indicator values and the 

impact of weighting factors changes. 

 

Table 5. Options rang 

 Case 1  Case 2 

ASPID AHP ASPID AHP 

Option 1 0.5369 0.2088     0.3878 0.0976 

Option 2 0.5494 0.2109     0.3952 0.0999 

Option 3 0.0353 0.0781 0.1441 0.0351 

Option 4 0.9535  0.5021    0.8767 0.7671  

 Case 3  Case 4 

ASPID AHP ASPID AHP 

Option 1 0.8398 0.2974     0.6466 0.2521     

Option 2 0.8483 0.3109     0.6385 0.2502     

Option 3 0.0353 0.0938 0.0223 0.0906 

Option 4 0.2837 0.2978     0.7497 0.4070   

 

  



10TH INTERNATIONAL CONFERENCE ON SUSTAINABLE ENERGY AND ENVIRONMENTAL 

PROTECTION (JUNE 27TH – 30TH, 2017, BLED, SLOVENIA), RENEWABLE ENERGY SOURCES 

B. Vučićević, V. Turanjanin, M. Jovanović, P. Škobalj & V. Bakić: The Sustainability 

of Thermal Power Plant Unit Revitalization: Comparison of Two Multi-Criteria 

Methods 

371 

 

Table 6. Options rang for Case 2 with normalized SI for ASPID 

 Case 2 

ASPID ASPID – 

normalized SI 

AHP 

Option 1 0.3878 0.2150 0.0976 

Option 2 0.3952 0.2191 0.0999 

Option 3 0.1441 0.0799 0.0351 

Option 4 0.8767 0.4860 0.7671 

 

6 Conclusion 

 

Due to the large number of factors that may influence the decision-making process in the 

evaluation of the various options, the determination of MCDM became increasingly 

important. 

 

This paper shows a comparison of results of two different methodologies (ASPID and 

AHP) in the process of ranking different options for power plant unit revitalization from 

the sustainable development point of view. 

 

The results show a certain concurrence in considered methods but, on the other hand, 

some differences too. Four different cases have been taken into consideration and for 

three of them the same ranks were obtained as a result. Case 3 indicates that more reliable 

results can be obtained by ASPID method. However, to be sure that ASPID methodology 

is more convenient for this type of energy system, deeper analysis is necessary. Number 

of sub-indicators and number of cases should be increased, and sensitivity analysis of the 

sub-indicators and the impact of weighting factors´ changes should be conducted. 

 

It should be emphasized that the AHP methodology is not fully implemented: pairwise 

comparison matrix of the main criteria (indicators) with respect to the goal, and pairwise 

comparison matrices for the sub-criteria (sub-indicators) with respect to each criterion 

were not made on the basis of evaluation of one or more experts, due to our standpoint 

that the methodology comparison in that case will not be good enough. This is another 

aspect that should be included in the final conclusion of which methodology is more 

convenient for the analysed coal power plant revitalisation problem. 
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Abstract Steam process is one of the most beneficial thermal enhanced oil 

recovery (TEOR) techniques, which is applied for heavy oil reservoirs to 

decrease viscosity, thus increasing the production rate. Traditionally, 

producing steam for TEOR requires consumption of massive amount of 

natural gas. Issaran Field is one of the largest heavy and extra heavy oil 

field in the world that was discovered in 1981 in Egyptian Eastern Desert. 

The required demand of steam for Issaran field is 25,000 bbl./day at 550 ˚F 

and 1000 psi. The objective of this study is to design a parabolic trough 

collectors (PTC) plant, which fulfils the required steam consumption need 

by Issaran heavy oil field. Results showed that solar energy has the ability 

to generate steam at the same quality as gas-fired system. PTC plant will 

produce almost 44.3% of total required steam. The cost of steam produced 

will be 0.658 $/steam bbl instead of 3 $ from gas-fired system. The cost of 

producing oil from the hybrid system is in average 19.8 $/bbl instead of 25 

$/bbl from gas-fired system. 
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1 Introduction 

 

In 1981, one of the largest heavy oil field in the world was discovered. This field is called 

“Issaran Field”. Issaran field is considered one of the few fractured carbonate heavy oil 

reservoirs in the world. It was discovered in the Egyptian Eastern Desert as shown in 

Figure (1). The location of Issaran Field is 290 km southeast of Cairo and 3 km inland 

from the western shore of Suez Gulf, and covering an area of 20,000 acres [1]. 

 

The initial oil in place in Issaran field is approximately 700 MM bbl, and its estimated 

reserve was approximately 500 MM bbl. This field has a viscosity range of 3,000-5,000 

cp, and API gravity range of 90-120 API, which means that it contains heavy and extra 

heavy oil. Issaran field has five different formations as shown in Figure (2) created in 

Miocene age each one has its own unique characteristics, which are Ziet Formation 

(sandstone), Upper Dolomite formation, Lower Dolomite formation, Ghaeandal 

formation, and the deepest zone called Nukhul formation that has a depth 1,000 - 2,000 

ft [1]. 

 

 
Figure 1. Issaran Field Location [1] 

 

 
Figure 2. Issaran Field Formation [2] 
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From 1981 to 1987, the initial development of Issaran field was started with the drilling 

of 8 wells. The cumulative production up to 1998 was 0.7 MM bbl from 9 wells. In 1998, 

the heavy oil project was started, after creating a joint venture between General Petroleum 

Company GPC and Scimitar Production Egypt Ltd. The Initial oil in place at that time 

was 410 MM BBL, reserve 0.2 MM BBL, recovery factor less than 1%, the average 

production per well was below 30 BOPD, and the total field daily production was 170 

STBOPD. In 1999, nine wells had been drilled in the field with a cumulative production 

of about 450 STBOPD. Generally, the primary recovery from such unconventional 

reservoirs cannot exceed 1%, with ultimate recovery less than 30%. Therefore, Issaran 

field did not command high priority, due to its low productivity and the low prices of its 

heavy and extra heavy crude oil [2]. 

 

In 2000, the Egyptian government made a great effort to develop Issaran field, due to the 

Global price increasing of crude oil. Consequently, the production rate reached 1,800 

STBOPD from 5 new-drilled wells. In Jan 2006, the production rate was approximately 

2,000 STBOPD, when EGPC’s interest was acquired by Rally petroleum of Canada. 

Rally petroleum is a company with experience in the Canadian oil sands. Canadian oil 

sands have almost the same fluid properties of this heavy crude oil in Issaran field. 

Nukhul had been planned to develop with cold, due to its high fracture permeability. 

However, these high permeability layers soon created unwanted water channelling to the 

wellbore leading to high water cuts [3]. 

 

In August 2010, it was decided to apply the continuous steam flooding technique. The 

main objective of the continuous steam is to inject the steam in the up-dip of the producer 

wells to allow for gravity drainage, with the main withdrawal points being around the 

“magic fault”. In 2013, 74 production wells were working to produce from south upper 

dolomite by continuously steam injecting in 21 injection wells. The steam flooding has 

worked well till the instantaneous steam oil ratio ISOR was equal to 10, which means 

that getting closer to uneconomical limits. ISOR is the ratio of the steam injected to the 

oil produced. ISOR is the key indicator of the economics of a steam drive project [3]. 

 

In 2014, a modified technique called “Steam Pulse Injection” SPI was tested in the upper 

dolomite south development to allow the project to continue at an economical rate. It is 

considered the first time using SPI technique in a dolomite formation. The main objective 

of using SPI technique was to minimize ISOR, and consequently minimizing the 

operating costs to an economical limit. After applying SPI technique, the overall ISOR 

was halved to an economical average of 5.  Steam Pulse Injection was applied not only 

to minimize the operational costs, but also to get the benefits of the pressure release 

phenomenon that releases trapped oil from the matrix towards the fracture system and 

producing wells [3]. 

 

2 Solar Thermal Enhanced Oil Recovery Techniques  

 

Solar thermal enhanced oil recovery is a modified technique of thermal enhanced oil 

recovery EOR. Solar TEOR is simply using solar energy to generate steam that will be 
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injected in heavy oil reservoir instead of using gas-fired system. There are several 

categories of solar thermal technologies. Only two techniques are currently applied for 

solar EOR, which are; Enclosed Trough and Central Tower [4]. 

 

2.1 Enclosed Trough 

 

Enclosed trough is simply a solar parabolic trough collector located inside a glasshouse. 

The purpose of this glasshouse is to protect and increase the efficiency of the solar 

parabolic trough collectors system. A single axis tracking system positions the collectors 

to track the sun and concentrate its light on the receiver pipes, also suspended from the 

glasshouse structure. One of the main advantage of this system is the ability of using 

reservoir water to generate the required amount of steam, without need of water treatment 

[5]. 

 

2.2 Central tower 

 

Central tower has been initially designed for electrical generation. It is simply using large 

tracking mirrors called heliostats that will focus solar radiation in the boiler that filled 

with water located at the central tower to produce steam. The produced steam is then used 

either for steam purposes like in solar TEOR or for generating electricity [6]. 

 

3 Solar Thermal Enhanced Oil Recovery Projects; Case Studies 

 

3.1 Coalinga solar thermal EOR project 

 

In 2009, the cooperation between Chevron Corp. and Bright Source Energy began 

construction of a 29 MW solar thermal project at the Coalinga Oil Field in Fresno County, 

California. In October 2011, the project has been revealed. This project has spanned 100 

acres and has 3,822 large tracking heliostats, each with two 10 ft by 7 ft mirrors mounted 

on a 6 ft steel pole concentrating the solar radiation on a 327 ft solar central tower. The 

Bright Source Energy was responsible to apply its solar technology, engineering and 

production, and construction services, while Chevron Corp. Ventures was the project 

operations management. Unfortunately, Chevron Corp. spent more than 28 million US 

dollar on this contract, and Bright Source Energy has lost at least 40 million US dollar on 

this project and disclosure will lose much more [6]. 

 

3.2 McKittrick Solar Thermal EOR projects 

 

In February 2011, the first commercial solar TEOR project in the world has been installed 

by the cooperation between GlassPoint Solar and Berry Petroleum. The project was 

located on McKittrick Oil Field in McKittrick, California. This solar EOR project has 

been installed in less than six weeks, and spanned approximately 1 acre and produce 

around 1 million Btu per hour of solar heat [4, 6]. 

 

 



10TH INTERNATIONAL CONFERENCE ON SUSTAINABLE ENERGY AND ENVIRONMENTAL 

PROTECTION (JUNE 27TH – 30TH, 2017, BLED, SLOVENIA), RENEWABLE ENERGY SOURCES 

H. A. Hamed, A. A. Abdel-Rehim, A. M. Attia & A. A. A. Attia: A Case Study of 

Solar Energy Application in Enhanced Oil Recovery 

377 

 

3.3 Solar Thermal EOR project in Oman 

 

Shell Corporation has teamed with an investment fund from Oman to invest 53 million 

US dollar in Glasspoint Solar Inc. to fabricate an enclosed trough to generate the required 

demand of steam for TEOR process in Amal oilfield. This solar TEOR facility produces 

50 metric tons of steam per day for injection, is a 7 MW installation. The use of renewable 

energy like solar power makes great economic sense, as the fuel cost associated with this 

EOR technology is practically zero. However, solar steam has zero CO2 emission, instead 

of the steam that is produced due to natural gas burning [7, 8]. 

 

The main objective of this study, after finishing the literature review is to design a 

parabolic trough collectors (PTC) plant, which fulfils the required steam consumption 

need by Issaran heavy oil field. 

 

4 Design, Results and Discussion 

 

HTF is usually used in PTC systems that dealing with temperatures greater than 200 ºC, 

due to the high pressure that will be inside the receiver tubes and piping, if water is used. 

Therefore, it is required to use stronger joints and piping to withstand this high pressure. 

Actually, this will increase the PTC cost and thus the entire solar field. a mixture of 

water/ethylene glycol or pressurized liquid water is usually used For temperatures less 

than 200 ºC, because the required pressure to maintain fluid in liquid phase is moderate 

[4]. 

 

Parabolic trough collectors system has been designed as shown in Figure (3) to heat up 

HTF that is implemented in the system, which is BP Transcal N, and then used to transfer 

its heat to feedwater in heat exchanger to generate the required steam. The designing 

process started with identifying the demand required by Issaran Field. This process is 

followed by applying the mathematical calculations for designing this PTC system as 

illustrated and discussed in [10]. The optical and geometrical Parameters of the designed 

PTC are presented in Table (1). 

 

The schematic diagram of the designed PTC is shown in figure (4).  

 

The solar energy is varied in Issaran oil field due to the seasonal change as shown in 

Figure (5). 

 

The heat gain by single PTC due to the change in solar radiation is represented in Table 

(2). 
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Table 1. Optical and Geometrical Parameters of PTC 

Parameter Value 

Length (m) 9 

Aperture width (m) 8.2 

Focal Distance (m) 1.22 

Aperture area (m2) 73.629 

Concentration ratio 137 

Reflector reflectivity 0.89 

Type of receiver Red coated 

Copper 

Glass cover Transparent 4mm 

glass 

Type of steel not selected 

Receiver outer diameter (m) 0.019 

Receiver thickness (m) 0.003 

Receiver inner diameter (m) 0.016 

Receiver length (m) 9 

Absorptivity 0.9 

Emittance 0.023-.052 

Glass transmissivity 0.95 

 

 
Figure 3. Schematic Diagram of Designed PTC 
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Figure 4. Schematic diagram of the designed PTC 

 

 
Figure 5. Solar energy during the year 
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Table 2. Heat gain by single PTC during the year 

Month Qu (W) 

January 20531.92 

February 23777.98 

March 26901.57 

April 27129.36 

May 25777.05 

June 25741.49 

July 25735.51 

August 27257.55 

September 27439.75 

October 24085.92 

November 20068.1 

December 18492.87 

 

The amount of produced steam is mainly depend on the seasonal solar radiation, the peak 

is 12913 bbl/day in June and the average production is 11080 bbl/day as shown in Figure 

(6). 

 

The cost of material used to design single parabolic trough collector is calculated as 

represented in Table (3). 

 

The cost reduction after using solar is 34.6%, and its peak is 40.3% in June as represented 

in Table (4). 

 

The cost of steam produced will be 0.658 $/steam bbl instead of 3 $ from gas-fired 

system. The total cost of producing 1 barrel of oil from the hybrid system is in average 

19.8 $/bbl and its minimum cost is 18.95 $/bbl in June as presented in Table (5), where 

its cost conventionally was 25 $/bbl.  
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Figure 6. The amount of produced steam from PTC system (bbl./day) 

 

Table 3. Material cost for single PTC  

Item  Used material  Cost ($) 

Trough support  Iron 200 

reflector Stainless steel with 

mirror finish 

1600 

Reflector chassis Aluminium 4850 

Tubing  Copper with Do= 

19mm Di=16mm 

58.33333 

Bearing  4 bearing made in 

japan 

5.555556 

DC motor & 

circulating Pump 

- 2000 

Isolation  Layers of reflective 

material 

200 

Trough support 

manufacturing  

  33.33333 

Arduino +wiring 

+sensors (additional) 

  22.22222 

Total cost of single PTC ($) 8969.444 
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Table 4. Solar cost reduction  

Month Solar cost reduction (%) 

January 29.4268 

February 31.59531 

March 34.08911 

April 36.79976 

May 39.13092 

June 40.3236 

July 39.72726 

August 37.72138 

September 35.11916 

October 32.40851 

November 30.02314 

December 28.83045 

Average 34.59962 

 

Table 5. The cost of produced oil after using solar energy  

Month Cost of produced oil 

($/Oil bbl) 

January 20.58598056 

February 20.26070278 

March 19.88663333 

April 19.48003611 

May 19.1303625 

June 18.95145972 

July 19.04091111 

August 19.34179306 

September 19.73212639 

October 20.13872361 

November 20.49652917 

December 20.67543194 

Average 19.81005752 
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5 Conclusion 

 

It was found that solar energy can generate the same quality of steam as natural gas for 

Issaran field. The amount of steam produced from designed Parabolic trough collectors 

system is mainly depend on the seasonal solar radiation, the peak of produced steam is 

12913.19444 bbl/day in June and the average production is 11080.15046 bbl/day. The 

PTC system will produce an average of 44.3% of total required steam, and its peak 

production will be 55.8% in June. The cost of steam produced will be 0.658 $/steam bbl 

instead of 3 $ from gas-fired system. Actually, there is a significant reduction in the daily 

cost of steam after applying the solar energy in Issaran heavy oil field. The cost reduction 

is 25,949.7 $/day, and its peak is 30,242.7 $/day in June. The solar cost reduction is 

34.6%, and its peak is 40.3% in June. The cost of producing oil from the hybrid system 

is 19.8 $/bbl as an average instead of 25 $/bbl from gas-fired system. The payback period 

of this project will be after 7 years. Using solar energy for producing steam could be a 

viable alternative to gas fired steam production for the oil industry.  
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Abstract The most efficient way to use free and omnipresent solar energy 

is by using solar collectors. Present work deals with the experimental 

investigation on the solar air collector for particular climatic conditions in 

North-East India. Effect of mass flow rate, the surface configuration of 

absorber plate, an angle of inclination on solar thermal efficiency is 

presented.  Results are obtained by varying the inclination angle, velocity, 

and type of absorber plate for various solar radiation and ambient 

temperature. It has been observed that efficiency is increased with the 

increase the mass flow rate. It is seen that the thermal efficiency for 

corrugated absorber is 30% higher as compared to flat plate absorber. 

Experiments also show that the efficiency is maximum for the tilt angle of 

45°. Furthermore, empirical correlations for efficiency (η) have been 

suggested in the terms of slope of the collector (θ), ambient temperature 

(Ta), solar radiation (I), and air velocity (V). The correlation shows good 

agreement with the experimental results. 
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1 Introduction 

 

Energy is mandatory to fulfill our day to day requirement and makes our life sustainable 

and qualitative. This free energy come from the sun is used for many applications like; 

water heating, distillation, cooking, space heating, refrigeration, agricultural and 

industrial drying, power generation, etc. All the renewable energy sources, it is seen that 

the solar energy is the most promising due to inexhaustibility, abundant in nature and 

non-polluting in nature. 

 

Solar energy conversion devices like solar flat plate thermal collector, solar 

concentrators, photovoltaic cell have been used to harness this tremendous amount of 

energy. Solar concentrators are mostly used when higher temperature is desired. On the 

contrary, solar collectors are used for heating up the air which can be utilized drying 

applications.  Major challenges in the effective use of solar collector lies mainly on its 

dependence on climatic conditions, limited thermal efficiency and higher pressure in case 

the extended devices are used. The present work discusses the effect of corrugated surface 

and tilt angle on the performance of solar air collector. There were several attempts by 

earlier investigator to improve performance of solar air collectors. Choudhury and Garg 

[1] designed solar air heater with corrugated and flat plate absorber with five different 

configurations. It was seen that by increasing the air velocity as well as mass flow rate of 

air yield to increase the pressure drop. So a suitable design is needed for solar air 

collector, air velocity, mass flow rate, dimension of the channel is too important for an 

efficient collector. Murphy et al. [2] carried out an investigation of three different types 

of solar air heater. Air flow is used over, both side and under the absorber plate and this 

study v-corrugated absorber plate also used. Among the three models v-corrugated 

absorber plate is the most efficient. Kabeel and Mecarik [3] studied about shape 

optimization of solar air collector having triangular shape and longitudinal fin. It has 

showed that shape factor is most important parameter for any types of solar air collector. 

Results indicate that triangular type collector is more efficient than the longitudinal one. 

Also found the range of triangular angle for optimum shape factor 50° to 60°. 

 

Hou et al. [4] studied to improve the collector efficiency of solar air collector using double 

flow over and under the absorber plate in a continuous manner. At the end of the 

experiment, it was found that the temperature of absorber plate and air bulks mainly 

depends on the flow direction. Hegazy [5] investigated the performance of solar air heater 

estimating the optimum channel geometry with constant and variable air flow rate. Three 

different types of configurations were considered; air flow over the absorber plate, under 

the absorber plate and both side of the plate. Optimum dimension of the channel was 

found at depth-to-length ratio 2.5 x 10-3.  It has found that air flow over and the both 

sides of the plate are more efficient than the conventional one. Lin et al. [6] investigated 

the collector aspect ratio on solar air collector with or without fins and baffles. They 

showed that with fins and baffles efficiency was more, may be because of change of air 

flow direction and creation turbulence. The efficiency of the collector was about 69%, 

65% and 60% at mass flow rate of air about 80 kg/hr, for the collector with fins and 

baffles, the collector with fins and the collector without fins and baffles, respectively. 
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Pakdaman et al. [7] investigated the performance of the solar collector involving natural 

convection rectangular fin attached to the absorbing plate. It has observed that with 66% 

increase of area the heat transfer rate increased by 22%. It has observed effect of solar 

radiation greater than the ambient temperature effect. The angle used between the 

collector and the vertical line was 45ᵒ and 30ᵒ. Shu et al. [8] investigated a mathematical 

model through which increase the heat transfer rate in terms of mass flow rate.  It has 

seen that with mass flow rate efficiency increases, but after a certain value of mass flow 

rate thermo-hydraulic efficiency gradually decreases.  It has found that for a mass flow 

rate of 0.050 kg/s and intensity of 1000 W/m2 the hydraulic efficiency about 55%. Fudholi 

et al. [9] studied about the improvement potential and energy analysis of finned double-

pass solar collector. The results are predicted through mathematical modeling and 

compared with the experimental results and it was found that for a mass flow rate of 0.09 

kg/s the optimum energy efficiency approximately 77%. The optical efficiency of the 

finned double-pass solar collector has got approximately 70-80% and energy efficiency 

is approximately 15-28%.  Hachemi [10] studied the thermal performance of solar 

collector experimentally using offset rectangular plate fins. Offset fins length are used 

2.5 cm, 5 cm, 10 cm, and 20 cm. It was noticed that the using staggered fins in a periodic 

way enhance the thermal performance. Karim and Hawlader [11] experimentally and 

theoretically investigated flat plate, fined and V- corrugated solar air collector. It has 

found that v-corrugated absorber plate got highest efficiency compare to other two. The 

efficiencies of the collectors' increases with the mass flow rate, but beyond 0.056 kg/m2s 

mass flow rate efficiency saturated. Kothari et al. [12] reviewed the literature on energy 

and exergy analyses of solar drying systems and suggested that for utilizing low-grade 

energy to dry agricultural products, solar drying is the promising option.  

 

In spite of numerous works in this area, investigation on comparative performance of 

solar collector for different geometrical configuration of absorber plate and tilt angle paid 

little attention. Further, as the performance of the collectors are environmental condition 

specific, thus, performance of the collector in the environmental condition of NE India is 

also an area of concern in this study. Hence, an experimental investigation is undertaken 

to explore the effect of parameters like mass flow rate, geometrical configuration (flat 

and corrugated) of absorber plate and tilt angle on performance of solar collector. 

 

2 Thermal Performance and Uncertainty  

 

Thermal energy balance of the solar collector can be represented as (Esen 2008): 

  

[Rate of energy gain] + [Rate of accumulated energy] = [Absorbed energy]-[Lost energy] 

 

Rate of energy gain = )( inoutpa TTCm       (1) 

 

Rate of accumulated energy = )/( , dtdTCM aveppp
    (2) 
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Absorbed energy = 
coIA        (3) 

 

Lost energy =   coavepc ATTU ,
      (4) 

 

Collector efficiency 
caoutp IATTCm /)()(        (5) 

 

The optical efficiency (ɳ0) and the energy lost coefficient (Uc) indicate the performance 

of the collector. ɳ0 is a function of transmittance of the glass cover and absorbance of the 

plate. Uc is a function of various thermal losses through the upper cover, the side walls, 

and the bottom of the collector. 

 

Mass flow rate of air ( m ) = 
VApa       (6) 

 

Where, ρa, is density of air, kg/m3, Ap, represent the blower pipe diameter (m), and V, 

represent the air velocity (m). Density of air highly varies with the temperature of the air, 

and is calculated as (Das and Giri 2015): 

 

))69.4918.1/(158.635(  aa T      (7) 

 

The fractional uncertainty about the efficiency of the collector is a function of Ta, V, and 

I, considering Cp and Ac constant. 

 

3 Experimental Setup  

 

A detail of the experimental setup is shown in Fig.1. Total collector area is kept constant 

as 1.5 m x 0.5 m. Gap between the top glass cover and the flat plate absorber is kept fixed 

at 0.07 m. However, the air gap is found out to be 0.05 m and 0.07 m from root and crest 

of the corrugated plate. Transparent glass cover is used as glazing at the top of the 

collector. The glazing with a transmittance τ = 0.9 and absorption coefficient α = 0.05 has 

been used. The rest of the collector sides are made of wooden frame of thickness of 0.015 

m, an insulator (thermocol) of 0.010 m thick is used in all the sides. Variable speed air 

blower (make: Horsepower, India) is used to blow the air through the air collector. Digital 

manometer (make: Precise, India) is used to measure the air velocity at the outlet. 

Thermocouple (make: Thermotech/Safeseed, India) are fixed at the inlet and outlet to 

measure the inlet and outlet temperature, respectively, measurement range -50 to 100 °C; 

resolution ± 0.1 °C; uncertainty ± 1.6 °C. Along the axial direction, 5 nos. of 

thermocouple are fixed at equal distance to measure the temperature variation along the 

collector. The total solar radiation is measured with a computer integrated Pyranometer 

(make: Dynalab Weathertech Pvt. Ltd., Pune, India), uncertainty 0.7%. Collector is 

supported with a wooden frame in such a way that variable slope can be maintained as 
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per requirement. For conformity of the results, experiments are conducted for three times 

for same configuration, and the average of the same is presented.  

 

 
 

 
Figure 1. Schematic Diagram of Experimental Setup. 
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4 Results and Discussions  

 

Experimental result of the collector with plain and corrugated plate collector is presented 

in this section. Figure 2 represents an hourly variation of ambient temperature during the 

day for the second and third week of December 2016. It is found that the maximum 

ambient temperature is around 25-30°C at 2-3 p.m. During winter season, huge quantity 

of agro foods is cultivated and needs to be dried up. Hence, it is proposed to design of 

solar collector for this application.  

 

Hourly variation solar radiation around the day is exemplified in Fig. 3, during this period 

is considered as temperature data. It is seen that variation of solar radiation increases 

during the morning attains a peak value near 1-2 p.m. and then starts decreasing. During 

all days of experimentation maximum amount of solar radiation is found to be of 740 

W/m2. Solar intensity indicates the weather status of the day. It is clear that 10th and 11th 

December is a sunny day 21st December is a cloudy day.  

 

Thermal performance of the solar air collector with flat plate absorber is depicted in Fig. 

4. For the collector slope is 30° to the horizontal, with air velocity 1.2 m/s it can be seen 

that the maximum efficiency is obtained as 5.2% around 9.00 a.m. Intensity of solar 

radiation intensity increases till noon and reduces thereafter. It can be seen that the 

efficiency of the solar collector increases with the increase in air velocity and reaches 

maximum value of 7.9% at 1.8 m/s for a fixed slope of collector. 

 

To find the effect of slope of the collector on its thermal performance, collector slope is 

changed to 45° to the horizontal (Fig. 4). It is found that higher thermal efficiency is 

observed for the same collector with slope is 45°. It tends to increase from an initial lower 

value of 4% to 11% at air velocity of 1.2 m/s. Further, with the increase in air velocity to 

1.8 m/s the efficiency is increased. This is in agreement of the work of Esen (2008). 

Hence it can be adjudged that performance of the solar collector is improved at higher air 

velocity i.e., mass flow rate of air. 

 

Thermal performance of solar collector for corrugated plate is also analyzed and 

presented in Fig. 5. It is seen that for solar collector at a slope of 30° and air velocity 2 

m/s, efficiency increases with the increase in solar radiation. A maximum efficiency of 

9% is observed at around 11 a. m. It has been observed that there is increase in efficiency 

with increase in air velocity for all the cases. A maximum efficiency of the solar collector 

is observed to be 14%. Further, corrugated plate absorber give higher collector efficiency 

for the same collector size as compared to flat plate absorber. This is because of higher 

surface area provided by the corrugated plate absorber. In addition to this, corrugated 

nature of the plate helps in generation secondary flow, which enhances the temperature 

of the working fluid because of better mixing.  

 

Finally, efficiency of the solar collector is correlated with the governing parameters, slope 

of the collector (θ), ambient temperature (Ta), solar radiation (I), and air velocity (V). It 

is found that keeping the combination of the governing parameters same efficiency (ɳ) of 
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the flat plate absorber and corrugated plate absorber shows different correlation. For flat 

plate collector the correlation is made with 33 data points and is shown in Eq. (8) 

 

 1.0744-0.1127-0.161

a

0.6897 VIT4.1  flat
     (8) 

 

For corrugated plate collector the correlation is made with 36 data and is shown in Eq. 

(9) 

 

 1.0744-0.1127-0.161

a

0.6897 VIT95.1  corrugated
     (9) 

 

The correlation coefficient for Eq. (8) is 0.98, and for Eq. (9) is 0.94. Correlations are 

plotted in Fig. 6. 

 

 
Figure 2. Variation Temperature During the Experimental Days. 

 

 
Figure 3. Variation of Solar Radiation During the Experimental Days. 
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Figure 4. Variation of Instantaneous Efficiency (ɳ) During the Day with Flat Plate 

Absorber Sheet. 

 

 
Figure 5. Variation of Instantaneous Efficiency (ɳ) During the Day with Corrugated 

Absorber Sheet. 

 

 
Figure 6. Correlation of Efficiency of Both Flat Plate and Corrugated Plate Collector. 
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5 Conclusions 

 

In the present work, performance of solar air collector has been experimentally 

investigated for flat and corrugated absorber. Parametric study is carried out for flat and 

corrugated absorber plate to get insight on the effect of mass flow rate, surface 

configuration of absorber plate, angle of inclination on solar thermal efficiency. 

 

It has been observed that efficiency increases from 4% to 14% with the air velocity of 1.2 

m/s and 1.8 m/s respectively. 

 

Maximum efficiency of around 14% is found for the tilt angle of 45°.  Empirical 

correlations have been proposed in terms of slope of the collector (θ), ambient 

temperature (Ta), solar radiation (I), and air velocity (V) for the flat and corrugated 

absorber plate efficiency (η). Collector efficiency for corrugated absorber has been found 

to be more as compared to flat plate absorber. To increase the efficiency at per the other 

devices various losses has to be reduced like leakage losses, convection losses, etc. 
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Abstract Waste cooking oil (WCO) was dispersed in tetralin or dodecane 

and hydrotreated over a fabricated NiMo/γ-Al2O3-β-zeolite catalyst. The 

properties of catalysts were controlled by adjusting the mass fraction of β-

zeolite in support (x), the mass fraction of NiO and MoO3 (m) and 

Ni/(Ni+Mo) mol fraction (y) in catalysts. The effects of catalytic properties 

and solvents on hydrodeoxygenation of WCO were investigated. The 

results showed that increasing x leads to a decrease in WCO deoxygenation 

ratio (DOr) and an increase in alkene selectivity of products; increasing m 

and y tend to promote the formation of alkane hydrocarbons and increase 

DOr. Both solvents showed different effects on the DOr and product 

selectivity. The highest DOr was 89.9% for tetralin and 96.7% for 

dodecane. The total content of C15–C18 hydrocarbons in the hydrogenated 

products was about 99%. 
 

Keywords: • waste cooking oil • catalytic hydrogenation • fuel oil • tetalin, 
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1 Introduction 

 

Nowadays, fossil fuel is fast being consumed, which results in serious environmental 

problem. To develop clean and sustainable energy has drawn great attention globally. 

Recently, technologies such as hydrotreatment of vegetable oils to produce green diesel 

are proposed to be promising routes for meet the future energy demands [1]. However, 

most of the vegetable oils are edible, it leads to food vs. fuels problem. Therefore, waste 

cooking oil (WCO) has gained great importance as a feed oil to produce green diesel due 

to its cheapness and availability [2]. 

 

The high oxygen content of WCO has adverse effects such as low heating value, thermal 

and chemical instability, corrosivity, immiscibilty with fossil fuel. Hydrodeoxygenation 

(HDO) is a process of removing oxygen from a molecular usually in the form of water 

using catalyst where hydrogen is used to cleave carbon-carbon or carbon-heteroatom 

bonds in a molecule [1]. A lot of research has focused on developing effective catalysts 

and clarifying HDO process condition using different bio-oil feedstocks [3,4]. However, 

little research has been performed to investigate the effects of solvent on the catalytic 

hydrogenation process of bio-oil. 

 

In our recent work, tetralin (a hydrogen donor) was used as solvent in the catalytic 

hydrogenation of stearic acid to produce diesel-range fuel oil. A nearly 90% stearic acid 

conversion was achieved at 350 °C under H2 at a pressure of 0.8 MPa. This indicates that 

tetralin probably improved hydrogenation efficiency by offering active hydrogen under 

a low H2 pressure condition [5]. Application of tetralin as solvent is expected to be a 

promising method to develop new hydrogen resource as a substitute for high-pressure 

hydrogen, which is currently used in catalytic hydrogenation process. In this study, we 

prepared a serious of supported NiMo catalysts, and examined hydrodeoxygenation of 

WCO in two solvents: tetralin and dedocane. The catalytic performance and effects of 

solvents on product composition were investigated. 

 

2 Experimental 

 

2.1 Pretreatment of waste cooking oil 

 

WCO was collected from a chophouse close to Student Apartment of Guangxi University. 

50 g of WCO was mixed with 100 ml of saturated salt water, and heated at 80 °C for 3 h 

under stirring. After standing and layering, the upper oil was collected, and mixed with a 

certain amount of distilled water and activated carbon; the mixture was heated at 80 °C 

for 3 h under stirring. The mixture was then filtered to remove insoluble material, and the 

liquid fraction was evaporated at 100 °C under less pressure condition to remove water. 

The obtained WCO sample was used in the following hydrotreatment experiments. 
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2.2 Catalyst preparation 

 

γ-Al2O3 (A) and H-type-β-zeolite (Si/Al=25) (Z) were purchased from Nankai University 

Catalyst Co., Ltd. (Tianjin, China). All catalysts were prepared by a two-step method. 

The γ-Al2O3-β-zeolite (AZ) composite supports were firstly prepared by mechanically 

mixing β-zeolite and γ-Al2O3 with deionized water. The mixture was dried and calcined 

at 450 °C. Afterwards, nickel (Ni) and molybdenum (Mo) with desired amounts were 

loaded onto the AZ composite supports by impregnation method. The details about the 

preparation procedure of catalysts had been revealed in our last study [6]. The catalyst 

samples are denoted as m-y-NiMo/AZ-x, according to the different mass fraction of β-

zeolite in AZ supports (x), the NiO+MoO3 mass fractions in the catalysts (m), and the 

Ni/(Mo+Ni) molar fraction (y). x was changed from 0 to 40%; m was changed from 10% 

to 30%, and y was changed from 10% to 30%. 

 

2.3 Catalyst characterization 

 

XRD patterns were obtained at room temperature on a Rigaku MiniFlex600 

diffractometer using CuKα radiation. H2 temperature-programmed reduction (H2-TPR) 

and NH3 temperature-programmed desorption (NH3-TPD) were used to characterize the 

reducibility and acidity of catalysts. 

 

2.4 Hydrodeoxygenation of WCO 

 

All experiments were carried out in a 20-ml stainless steel autoclave reactor. 0.1 g of 

catalyst was firstly sulfided in situ prior to the HDO experiments. Afterwards, 1.2 g of 

WCO and 4.8 g of solvent (tetralin or dodecane) were added into reactor, and reacted at 

350 °C under H2 at a pressure of 5 MPa for 2 h. The details about sulfuration of the 

catalysts and HDO procedure had been described in our last study [5]. 

 

2.5 Product analysis 

 

WCO sample and liquid products were firstly methyl esterified according to the standard 

methods of GB/T 17376-2008. The products were quantified by GC-FID (9792II, Fuli, 

China) equipped with a HP-5MS capillary column (30 m × 0.2 mm × 0.3 μm). Qualitative 

analysis was performed by GC-MS (GC 7820A, MS 5977E, Agilent) with a HP-5MS 

column (50 m × 0.25 mm × 0.25 μm). After methyl esterification, WCO sample includes 

61.68% stearic acid (C18:0), 5.0% oleic acid (C18:1), 31.69% palmitic acid (C16:0) and 

1.63% zoomaric acid (C16:1). 

 

The deoxygenation ratio (DOr) of WCO and isomerization ratio (Ir) of products were 

used to evaluate the efficiency of the catalytic hydrogenation. Since tetralin will transfer 

into naphthalene after releasing the active hydrogen, the naphthalene value (Nv) in 

products was used to evaluate the dehydrogenation activity of tetralin. DOr, Ir and Nv 

were calculated using the following equations: 
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Where ω1 is the total content of all hydrogenated products including all hydrocarbons, 

alcohols and aldehydes in GC analysis; ωe is the relative content of methyl ester; ωiso is 

the content of isomerized compounds; ωnaph is the relative content of naphthalene in 

products. The calculation of content excludes tetralin or dodecane in liquid products. 

 

3 Results and Discussion 

 

3.1 Characterization of catalysts 

 

The XRD patterns of catalysts with different x, y and m are shown in Figure 1. When m 

and y were fixed at 20% and 30%, respectively, and x was increased from 0% to 40%, 

the peaks designated as β-zeolite (2θ at 7.8° and 22.5°) and MoO3 (2θ at 25.7° and 27.3°) 

were significantly enhanced, and the peaks designated as γ-Al2O3 (2θ at 39.5°, 45.9° and 

67.2°) and NiO (2θ at 37.3°) became weaker[6]. This indicates that the addition of β-

zeolite in supports not only changes the skeleton structure, but also significantly affects 

the dispersity of active metal in catalyst. On increasing y from 10% to 20% with m and x 

fixed at 20%, the peaks due to MoO3 became weak while the peak due to NiO showed no 

various change, indicating that the introduction of Ni inhibits the growth of MoO3 and 

improves the dispersity of MoO3 crystals. When m increased from 10% to 30% with x 

and y fixed at 20% and 30%, respectively, the peaks due to γ-Al2O3 and β-zeolite became 

weaker while the peaks due to MoO3 increased slightly, indicating that the excessive 

addition of active components can cause damage to the Si-O-Al skeleton structure of 

support. This is probably attributed to the role of Mo to remove aluminum atoms from 

crystallographic positions [6]. 

 

Figure 2 shows the H2-TPR profiles of m-y-NiMo/AZ-x catalysts. One big reduction peak 

at 580 °C can be observed on the catalyst with x at 0%. The peak can be assigned to the 

reduction of Ni species [7]. On loading β-zeolite to 40%, the TPR spectrum shows two 

regions, a peak at 601 °C and a broad band with peaks at 630 and 665 °C. The low 

temperature peak can be assigned to the reduction of Ni species, and the broad band may 

be due to the reduction of Mo species [8]. Compared with the spectrum of NiMo/AZ-0, 

there are more easily reducible Mo species in NiMo/AZ-40, indicating that the interaction 
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between the Mo species and the AZ support is weaker than that between the Mo species 

and the γ-Al2O3 support (x=0). 

 

As shown in Figure 2, two obvious peaks at 650 °C and 758 °C are observed on the 

catalyst with y at 10%, which may be due to the reductions of Mo species [7, 8]. On 

loading nickel to y=20%, two peaks at 581°C and 675 °C can be observed, the former 

corresponds to the reduction of Ni species and the latter corresponds to the reduction of 

Mo species. The peak due to the reduction of Mo species shifted from 758 °C to 675 °C 

with increasing y from 10% to 20%, indicating that the addition of Ni promotes the 

reducibility of Mo species. Several small reduction peaks, centered at about 530, 597 and 

681 °C, observed at the catalyst with m=10% may be due to the reductions of amorphous 

Mo oxides, Ni species, and the deep reduction of all Mo species, respectively. When m 

is increased to 30%, a big and broad peak ranged from 550 to 700 °C is observed, which 

is likely attributed to the combined reduction action of Ni and Mo species. 

 

 
Figure 1. XRD patterns of catalysts with different x, y and m. 
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Figure 2 H2-TPR profiles of catalysts with different x, y and m. 

 

NH3-TPD curves of catalysts with different x, m and y were plotted (the figures are not 

shown here), and the weak, medium, and strong acid were estimated from peak area 

derived from Gaussian Fitting of the NH3-TPD profiles in the temperature range 150~260 

°C, 260~430 °C and 430~570 °C, respectively. The results were depicted in Table 1. It 

was found that with increasing x from 0 to 40%, the total acidities and the acidity of 

strong acid sites increased while the acidity of weak acid cites decreased; similarly, 

increasing the m value from 10 to 30% led to an increase of the total acidities and the 

acidity of strong acid sites and a decrease in the acidity of weak acid sites. In addition, it 

can be observed from Table 1 that increasing the y value caused a decrease of strong acid 

sites but did not have significant effect on the total acidity of catalysts. These results 

indicate that changes to x, y and m values have different effects on the acidity of catalysts, 

which probably affects the catalytic activity of the catalysts. 

 

Table 1. Acidity and acid strength distribution of catalysts 
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3.2 Catalytic hydrodeoxygenation of WCO 

 

The reaction performance of catalysts with different x, y and m were investigated. The 

experiments were performed at 350 °C under H2 at a pressure of 5 MPa for 2 h. As seen 

in Figure 4, increasing x led to a decrease in WCO DOr and alkane selectivity and a slight 

increase in alkene selectivity regardless of the solvent used. This may be attributed to the 

acidic properties of catalysts. As seen in Table 1, on increasing x value, both the total 

acidities and the acidities of medium sites and strong acid sites of catalysts increased. 

Strong acid sites would promote the reaction pathways that produce micromolecule 

products (e.g., ethane carbenium ion and ethene) from heavier molecular, which probably 

block the pore structure and result in the deactivation of catalysts.  

 

In addition, increasing y from 10% to 30% led to an increase (more than 15%) in WCO 

DOr and alkane selectivity of products, and a decrease (about 20%) in alkene selectivity 

regardless of the solvent used. These findings are probably attributed to the structural 

properties of catalysts. Increasing y value leads to a decrease in the crystallite size of 

MoO3 (Figure 1), and thus improves the dispersity of active sites. The main reduction 

peaks of catalyst at y=10% shift to a lower temperature (Figure 2, y=20%), indicating 

that the increase of Ni content enhances the reduction ability of catalysts. The better 

dispersity of active components and the improved reduction properties probably result in 

the higher DOr and alkane selectivity of products. Meanwhile, it was found in Figure 

4(d), selectivity to C17 and C15 increased while selectivity to C18 and C16 decreased 

with increasing y value, indicating that increasing Ni mol fraction remarkably enhances 

the deoxygenation of WCO via decarboxylation or decarbonylation (DCOx) reaction 

pathways [9]. 

 

As seen in Figure 4, increasing m promoted DOr and alkane selectivity of products 

regardless of the solvent used, indicating that increasing metal active sites helps to 

promote the deoxygenation efficiency and hydrogenation activity of catalysts. However, 

excess addition of metal oxides may accelerate the growth of MoO3 crystals and decrease 

the dispersity of active sites (Figure 1). These likely result in the change in the catalysts 

structure that is required for effective deoxygenation and a decrease in the DOr.  

 

Besides, for most catalysts, tetralin as solvent achieved an equal WCO DOr as dodecane, 

but alkane selectivity of products with dodecane was slightly higher than tetralin, 

indicating that tetralin likely inhibits the further hydrogenation of the hydro-cracked 

intermediate products of WCO.  C18/C17 and C16/C15 in tetralin-derived products for 

most catalysts are always slightly higher than those in dodecane-derived products (see 

Figure 4d), indicating that tetralin as solvent trends to deoxygenate via the HDO pathway. 
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Figure 3. DOr and Product Selectivity after 2 h Reaction with Different Solvents and 

Catalysts 

 

Table 2 shows the DOr and product selectivity using different catalysts and solvents. 

These catalysts yield n-octadecane (n-C18), n-heptadecane (n-C17), n-hexadecane (n-

C16) and n-pentadecane (n-C15) with n-C17 being the favored products with selectivity 

in the range 28~45%. n-C17 and n-C15 in product are formed via the DCOx reaction  

pathway, and n-C18 and n-C16 are produced via the HDO reaction pathway. DCOx and 

HDO reaction paths are attributed to the roles of Ni and Mo components, respectively 

[9]. 

 

4 Conclusion 

 

NiMo catalysts were prepared by loading NiO and MoO3 onto a γ-Al2O3-β-zeolite 

composite support. The effects of the catalytic properties and solvents on the 

hydrogenation of WCO were investigated. The results showed that increasing the β-

zeolite in the support helps to increase the acidities of catalysts but reduces WCO DOr 

and the formation of alkane hydrocarbons; increasing the NiO and MoO3 mass fraction 

tends to promote alkane selectivity and increase DOr; increasing the Ni molar fraction 

helps to promote the reducing ability of catalysts and increase DOr and alkane selectivity 
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of products. Both solvents showed different effects on the DOr and product selectivity. 

The highest DOr was 89.9% for tetralin and 96.7% for dodecane. The total content of 

C15–C18 hydrocarbons in the hydrogenated products was about 99%.  
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Abstract The study attempts to explore the technical feasibility of solar 

parabolic trough collector (PTC) with an aperture of 5.77m × 4m made of 

woven jute/glass fibre-reinforced polyester hybrid composite material  for 

both trough-alone (stiff) case and full collector (elastic) case under various 

wind conditions such as gravity (v = 0)  and pressure loads (vd  40m/s). 

The collector is subjected to wind speed, v=15 m/s under operating 

conditions and a design wind speed, vd=40 m/s considering return period 

of 50 years for Chennai (13.0827°N, 80.2707°E) by varying its yaw and 

pitch angles from 0° to 90° after optimizing the trough parameters. The 

analysis revealed that excessive RMS local slope deviations of trough 

termed as SDx values, increases with increase in pitch angle from 0° to 90° 

and exhibits maxima at 0° yaw angle with SDx=3.78 mrad and SDx=22.82 

mrad at v=15m/s and vd =40 m/s respectively in stiff case and SDx=3.81 

mrad and SDx=63.15 mrad at v=15m/s and vd =40 m/s respectively in 

elastic case at 0° collector angle. Furthermore, it has been observed that the 

proposed trough model is a promising substitute of conventional collector 

due to its better stiffness to weight and cost to performance ratios. 
 

Keywords: • solar energy • parabolic trough collector (PTC) • woven 

jute/glass composite structures • deformation • wind loads •
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1 Introduction 

 

Parabolic Trough Collector is an important CSP technology and is deployed to produce 

the cost effective solar devices. It is a mature technology which has reached its second 

phase of development and thus, the use of composite materials are seemed as a prospect 

in that before it is replaced with various conventional devices for large scale applications. 

There are various conditions under which these equipments has to be tested before they 

are considered favourable for production. Conditions such as wind loading and gravity 

loading plays an important part in deciding the structural stability especially while 

working with new materials [1]. Over the years, the use of composite materials in solar 

technologies has been meagre due to high costs involved in fabricating its mould. But 

these costs can be subdued impressively if they are manufactured using natural fibres [2]. 

Though there are cons in using natural fibres like low fibre-matrix adhesion which can 

still be controlled by chemical treatments but otherwise they are recyclable and offers 

low density and favourable mechanical properties as compared to synthetic fibres like 

glass. 

 

The use of composite materials in fabricating the trough was first used by Kalogirou et 

al., followed by Valan Arasu et al. and then later on Gianlucca Coccia et al. where they 

studied the composite collector experimentally subjected to gravity loading using 

different materials [3], [4], [5]. The first mention of strongest forces acting on the 

conventional trough (made of glass) at 0° yaw angle was done by J. Paetzold et al.  under 

wind loading alone using CFD [6].  

 

The present work highlights the need of using hybrid jute-glass fibre composite material 

and the impacts that it can have on the parabolic trough collector optimized under various 

parameters subjected to both gravity and wind loads for operating and extreme wind 

conditions. The introduction of jute in the trough collector ensures significant reduction 

in collector costs as cost per kg of jute lamina is almost 10 times lesser than that of glass 

lamina and also jute requires only 2% of energy for its production than glass which makes 

it a suitable material to combat the excessive costs of moulds [7]. 

 

2 Methodology 

 

2.1 Geometrical Model 

 

A hybrid jute-glass fibre and polyester resin composite trough reinforced with PVC 

conduits having two inner mirrors and two outer mirrors in one column shown in Figure 

1 is studied for both stiff case (only the effect of trough is considered) and elastic case 

(whole collector is considered) after optimizing the configuration. The Hybrid Trough 

Laminate (HTL) with configuration [0°G/45°G/-45°J/90°J]ₛ (0° is parallel to X direction) 

is fixed with thickness and radius of conduits as 0.75 mm and 10 mm  respectively to 

ensure maximum bending stiffness. The reinforcement is done in both X and Y directions 

to counterbalance the effect of directional wind load other than gravity load.  
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Figure 1. Stiff and elastic case of 5.77 × 4 × 4 mm hybrid trough with rim angle, Фr = 

80°. 

 

2.2 Numerical procedure 

 

The element types and meshing procedure that is followed for hybrid trough collector 

model using full Newton technique in Abaqus is shown in Table 1. 

 

Table 1. Meshing details 

 Element  Element type 

HTL S8R Shell (quad) 

Arm, Receiver 

tube, Torque tube, 

Pylons 

C3D10, 

C3D15, 

C3D20R 

Quad tetra, 

Quad wedg, Quad 

hexa 

Conduits  B31 Linear line 

 

Abaqus/Standard technique is used to solve the discretized equilibrium equations for 

finite element model [8]. 

 

For virtual work system considering contribution of inertia force not in body force: 

 

MRS ṻS + FR (uS) = 0       (1) 

 

where MRS ṻS is force vector due to material inertia, F is external force vector and uS is 

displacement of Sth variable. 

 

Using the Newton technique, Jacobian matrix becomes: 
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KSR = w + x + y + z       (2) 

 

where w = Small Displacement Stiffness matrix 

 

x = Initial Stress matrix 

y, z = Load Stiffness matrix 

 

Now Ra = FR – Ia
R       (3) 

 

where Ra is force residual for next iteration and IR
 are internal forces. 

 

This Ra is compared with force residual tolerance value (Ga) set in the model.  

 

Also Δua = ua
 – uo

        (4) 

 

If displacement correction (ca) set in the model is greater than 1% of Δua and if Ra < Ga 

then F and I are in equilibrium. 

 

Hence next iteration is performed and are repeated in each increment until convergence 

is achieved. 

 

2.3 Boundary Conditions (BCs) and notation 

 

The structure modelled in CATIA V5 is given surface to surface interaction properties 

between HTL and reinforcement conduits, multi-point tie constraint between HTL and 

mirror arms and ENCASTRE BC between pylons and ground during its analysis. The 

collector is rotated under gravity load and wind direction is varied from 0° to 90° by 

taking different yaw angles (α) and pitch angles (β) according to Figure 2. The notation 

used to signify the particular configuration is denoted by [A,B,C] where A, B and C 

represents collector angle, α and β respectively. The post processing of the results is done 

is MATLAB where deformation values obtained from Abaqus in mm is converted into 

deformation values (or SDx values) in milliradians to further calculate optical efficiency. 

 

3 Results and Discussion 

 

3.1 Calculation of SDx values and pressure load  

 

The RMS local slope deviations of the trough is calculated using modified elemental 

approach in form of SDx values (milliradians) under gravity 
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Figure 2. Representation of wind load direction in elastic case at 0° collector angle with 

mirrors numbered from 1 to 8. 

 

and wind loads both from Equation (5) 

 

SDx =
n

 
n

1ji,
)((

2
y

2
x ijij


      (5) 

 

where ϕ 2
xij  and ϕ 2

yij  are local slope deviation values calculated between deformed and 

undeformed normals of an element projected on vertical planes and n is the total no. of 

elements. The pressure load or wind load (P) varies according to Equation (6)  

 

P = 
1

2
 ρv2        (6) 

 

where density of air (ρ) (kg/ m3) = 1.2 and velocity of wind (v) (m/sec) = 15 under 

operating conditions and design wind velocity (vd) (m/sec) = 40 considering return period 

of 50 years for Chennai (13.0827°N, 80.2707°E) or for non-operating conditions. All the 

mechanical properties mentioned in Table 2 are used to calculate properties like Shear 

modulus (G) (GPa), Elastic modulus (E) (GPa) and Poisson’s ratio (ν) in in-plane and 

transverse directions by taking 50/50 V/V% of fibre resin ratio [9], [10], [11], [12]. 
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3.2 Effect of yaw angle, pitch angle and collector angle on SDx values 

 

The dynamic loads on collector depends highly on the direction of wind. When the 

collector is subjected to wind approaching from different directions at 0° collector angle, 

the maximum SDx value of 3.78 mrad is obtained at α = 0° and  

 

Table 2. Mechanical properties of fibres and resins used for modelling [9], [10], [11], 

[12]. 

    E G  ν ρ   

Woven glass 72 29 0.25 2600 

Woven Jute 25 7.24 0.38 1450 

Unsaturated 

Polyester Resin 

 

3.4 

 

1.2 

 

0.4 

 

1110 

Epoxy resin 3.5 1.019 0.3 1250 

 

β = 90° in stiff case as shown in Figure 3 due to maximum loading area of trough under 

gravity and wind loads in this configuration. Also this is mainly happening due to 

identical vector directions of both the loads for a maximum loading area. 

 

 
Figure 3. Effect of different α’s and β’s on SDx values in stiff case at 0° collector angle 

at v = 15 m/sec. 

 

Similar variation can be studied for collector angle variation from 0° to 90° at different 

yaw and pitch angles. But after studying 490 cases, it is seen that in all the different 

collector angles, maximum SDx values are obtained at α = 0° and β = 90°. For 

convenience sake, only the maximum SDx values are shown in Figure 4 for the 

aforementioned configuration at different collector angles. 
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In elastic case, the trend observed for above two figures is same except that SDx values 

obtained in this case are higher than that are observed for stiff case due to increase in 

deformations in the former by inclusion of mirror arms, torque tube and pylons. 

 

 
Figure 4. Effect of collector angle on SDx values at α=0° and β=90° in stiff case at v = 

15 m/sec. 

 

3.3 Comparison of present model with conventional collector in stiff and elastic 

case 

 

The variation of SDx values in elastic case under three most critical configurations i.e. 

[0,0,90], [90,0,0] and [90,0,90] is shown in Figure 5 and the results are further compared 

with the conventional collector. It is found that the proposed model and conventional 

collector shows maximum SDx value of 3.81 mrad and SDx = 3.82 mrad respectively at 

[0,0,90] configuration. Also from Figure 5, it is clear that trends for both the collectors 

are quite similar which proves that performance of both the collectors at v = 15 m/sec is 

almost same. 

 

From Table 3, the increased impacts of adding pressure loads to the gravity loads at 

different configurations can be seen for both hybrid trough collector and conventional 

collector model in stiff and elastic case. It is shown in Figure 6 for [90,0,0] and [90,0,90] 

configurations that winds changes the deformation tendency of the collector depending 

upon the direction from which it is coming. The mirrors 6 and 7 undergoes righted U 

shape when 

 

β=0° while they undergo inverted U shape when β=90°. Thus SDx values and shape of 

HTL deformation are completely dependent upon wind’s striking direction and gravity 

vector other than BCs and collector’s stiffness/weight ratio. Furthermore, it is also clear 
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from the Table 3 that present model shows weight reductions of upto 30% and 4.5% in 

stiff and elastic case 

 

 
Figure 5. Comparison of SDx values of present model and conventional model for both 

gravity and wind loads in elastic case at v = 15 m/sec. 

 

 
Figure 6. Deformation (in mm) of hybrid composite trough collector at [90,0,0] and 

[90,0,90] configurations in elastic case at v = 15m/sec. Deformation scaling factor: 400. 

 

respectively from conventional collector. 
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3.4 Wind speed effect on SDx values for operating and non-operating 

conditions 

 

Figure 7 (a), (b) shows the impact of v = 15 m/sec and vd = 40 m/sec on the deformation 

of collector for elastic case in [0,0,90] configuration. It is rightly visible here that hybrid 

composite collector undergoes some serious deformation of 138 mm while facing vd = 40 

m/sec as compared to significantly lower deformation value of 4.89 mm at v = 15 m/sec 

or operating conditions in this configuration.  

 

Table 3. Weight - Performance comparison of conventional and proposed collector 

subjected to only gravity load and both gravity & pressure loads (v=15 m/sec) in 

different configurations 
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Figure 7. Deformation (in mm) of hybrid composite trough collector for [0,0,90] 

configuration in elastic case at wind velocity (a) 15 m/sec (b) 40 m/sec. Deformation 

scaling factor: 10. 

 

From Table 4, it can be seen that adding support structure in stiff case increases the 

deformation values from 22.82 mrad to 63.15 mrad for [0,0,90] configuration at non-

operating (vd = 40 m/sec) conditions which confirms that greater part of stored energy is 

getting lost by support structure (made of stainless steel) which is recoverable though, 

once the load is removed due to its elasticity. Otherwise the deformation of mirror 

modules in stiff case under this wind velocity is within the limits and thus, they could be 

repaired at minimum cost due to presence of jute. Therefore, it can be said that overall 

structure is within the sustained limits and is stable under worst weather conditions at 

[0,0,90]. 
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Table 4. SDx values for stiff and elastic case at different configurations under different 

loading conditions. 

 Stiff case Elastic case 

Gravity & 

Pressure 

load 

Gravity & Pressure load 

[0,0,90] [0,0,90] [90,0,0] [90,0,9

0] 

P
ro

p
o

se
d

 

co
ll

ec
to

r 

(v
 =

 1
5

 

m
/s

ec
) 

 

 

 

SD

x 

(mr

ad) 

 

 

3.78 

 

 

3.81 

 

 

2.19 

 

 

2.37 

P
ro
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se
d

 

co
ll

ec
to
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(v
d
 =

 4
0

 

m
/s

ec
) 

 

 

 

SD

x 

(mr

ad) 

 

 

22.82 

 

 

63.15 

 

 

13.81 

 

 

58.79 

 

4 Conclusions 

 

The use of conventional materials in fabricating parabolic trough reflectors (made of 

glass) should be replaced with hybrid composite materials because of better/equivalent 

performance observed under gravity and wind loads in the latter at fairly large reductions 

in its cost and weight. The loading conditions on hybrid composite trough collector made 

of jute-glass fibres reinforced with PVC conduits ensures that greatest impact of dynamic 

forces is observed at yaw angle of 0° and pitch angle of 90° at 0° collector angle in both 

stiff and elastic case. This impact reduces as collector angle increases from 0° to 90° in 

the aforementioned wind direction in both the cases.  

 

Also, the difference in deformation values observed in gravity loading case alone and 

combination of both wind loading and gravity loading case at different collector angles 

shows the importance of analysing the collector in pressure conditions. 

 

The observations also suggests that under extreme wind velocities i.e. for cyclonic 

conditions, the hybrid collector undergoes much higher deformations to degrade its 

performance to the worst but not enough deformations to lose the stability due to 

recoverable loss in elastic energy of the supporting structure (made of stainless steel) and 

capability of the composite mirrors to undergo repair at the minimum cost due to presence 

of jute in it. However under normal wind velocities, it is a perfect replacement to the 

conventional collector. 
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Abstract Synthetic gas (syngas) or low calorific value fuels are considered as one 

of the most promising alternative fuels, that will play a major role in the 

diversification of the energetic sources. Since it can be produced from the 

gasification of coal, whose reserves are abundant worldwide, and multiple solid 

feedstocks such as organic waste and biomass. However, these alternative fuels 

generally have lower heating values and Wobbe index than fossil fuels. Therefore, 

there is a strong global effort to burn mixtures of syngas and conventional fuels, 

such as natural gas. The objective of this work is to investigate, numerically and 

experimentally, the combustion of low calorific value fuels in a ceramic surface-

stabilized combustion burner, in particular, to study the effects of substituting 

natural gas with syngas on flame stability and pollutant emissions. In this study, we 

evaluated three syngases with high hydrogen contents ranging from 60% H2 to 75% 

H2. The experimental study was performed at different thermal input conditions 

(300 to 500 kW/m) and equivalence ratios. The results indicate that the stability 

ranges are dependent on laminar flame velocities and adiabatic flame temperatures. 

Moreover, it was found that CO and NOx emissions are highly affected by the H2 

concentration. This behavior is attributed to the increase of OH radicals, which 

favored the net reaction rate of most of the elementary reactions that involved these 

species. 
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1 Introduction 

 

Natural gas (NG), which consists primarily of CH4, is commonly used in many 

combustion applications such as industrial furnaces, gas turbine engines, and household 

appliances. NG is considered to be a clean fuel compared to other fossil fuels. However, 

NG produces CO2, CO, and NOx. NOx emission is inherent to combustion with air. CO 

and CO2, on the other hand, can be reduced by improving the efficiency of the equipment. 

Consequently, many studies have focused on increasing process efficiencies and 

developing alternative fuels, which is of great interest to countries and regions with 

reserves of other alternative energy sources.  

 

Synthetic gas (syngas, SG) obtained from the gasification of coal and biomass is 

considered to be one of the most promising alternative fuels in developed and developing 

countries [1], [2]. However, depending on the type of reactor and the gasifying agent, 

syngas can have worse properties. Lower heating values, between 1.0 and ~2.6 kWh/m3 

and Wobbe index values, between 1.5 and ~4 kWh/m3, which are very low compared to 

the values for NG (9.425 kWh/m3 and 14.09 kWh/m3, respectively). Thus, there is a 

strong global effort to burn mixtures of conventional fuels and syngas, which also 

provides alternatives to increase the use of available fuels [3]. 

 

Systems that include preheating of the reactant mixture have been shown to increase the 

stability range and facilitate effective combustion in these fuel mixtures [4]. One way of 

designing a burner with internal heat recirculation is to stabilize a premixed flame on the 

surface of porous inert media [5]. The energy released by the reaction is transferred to 

the porous surface, which in turn emits the energy to its surroundings (such as in radiant 

burners) and conducts the energy upstream to preheat the reactants in the preheat zone. 

Since the 1990s, many studies have shown the benefits of using this technique in 

combustion processes with high thermal powers [5]–[7]. Additionally, recent studies 

have demonstrated that these benefits (high thermal efficiencies, low pollutant emissions, 

and fuel interchangeability) can also be obtained at low thermal powers [8], [9]. Yu et al. 

[10] studied the behavior of a 5.8-kW surface-stabilized combustion burner in a water 

heater fueled with NG. The burner surface consisted of a perforated steel plate (AISI 304) 

with a porosity of 83%. Low pollutant emissions and high efficiencies (~79.7%) were 

achieved by operating the burner at an air-to-fuel ratio slightly greater than 1.3. Recently, 

the same authors [11] evaluated a similar device but varied the material of the burner 

surface using perforated steel (31% porosity) and ceramic aluminum oxide plates (49.5% 

porosity). Using a ceramic surface increased the thermal efficiency to nearly 85% but did 

not significantly change the emissions levels. Wu et al. [12] studied the performance of 

a metal surface-stabilized combustion burner in a cooking appliance and found that the 

thermal efficiency was higher than that of a conventional Bunsen burner. However, the 

thermal efficiency was lower than those reported for ceramic burners. 

 

The main objective of this study is to compare the combustion of NG with an equimolar 

mixture of CH4 and SG in a ceramic surface-stabilized combustion burner. We examine 

the effect of the fuel composition, the air-to-fuel ratio and the thermal power input on the 
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flame stability and pollutant emissions. The SGs were emulated with H2-CO mixtures, in 

which the H2 to CO ratio was varied between 1.5 and 3 (60% H2 to 75% H2, respectively). 

The thermal inputs evaluated in this study correspond to two values (300 and 500 

kW/m2).  

 

2 Experimental Setup 

 

Figure 1 is a schematic of the experimental configuration that was used to measure the 

temperature profiles inside the porous media and the pollutant emissions concentrations. 

The porous media consisted of a cylindrical ceramic honeycomb that was 70 mm in 

diameter with a nominal cell density of 18 cells per inch. The hydraulic diameter of the 

unit square cell was 1 mm, and the fraction of the open frontal area was 62%. The ceramic 

consisted primarily of alumina and had a thickness of 25 mm. 

 

 
Figure 1 Schematic of experimental configuration used to measure temperature profiles 

inside porous media and pollutant emissions concentrations. 

 

The fuel and air entered the mixing chamber separately. High-purity certified gases (99% 

purity) were used to simulate the SGs. Table 1 lists the volumetric compositions and 

combustion properties of the fuel mixtures evaluated in this work. The combustion 

properties include the lower heat value (LHV), the adiabatic flame temperature (Tad), and 

the laminar burning velocity (SL) at room conditions of 22°C and 0.849 bar.  

 

  



420 10TH INTERNATIONAL CONFERENCE ON SUSTAINABLE ENERGY AND ENVIRONMENTAL 

PROTECTION (JUNE 27TH – 30TH, 2017, BLED, SLOVENIA), RENEWABLE ENERGY SOURCES 

C. E. Arrieta, A. M. García, I. D. Bedoya & A. A. Amell: On the Stability of Natural 

Gas and Low Calorific Value Fuels in a Surface-Stabilized Combustion Burner 

 

Table 5 Composition (% vol, dry) and properties of fuel mixtures 

 GN 50SG1 50SG2 50SG3 

CH4 94.68 47.34 47.34 47.34 

C2H6 2.37 1.19 1.19 1.19 

C3H8 0.81 0.40 0.40 0.40 

n-CxHy 0.15 0.08 0.08 0.08 

i-CxHy 0.16 0.08 0.08 0.08 

CO2 0.56 0.28 0.28 0.28 

N2 1.27 0.63 0.63 0.63 

H2 -- 30.00 33.35 37.50 

CO -- 20.00 16.85 12.50 

SL(ф=1) 0.39 0.61 0.64 0.66 

Tad(ф=1) 2221 2255 2255 2255 

LHV 9.43 6.23 6.21 6.19 

SL[=] m/s ; Tad[=] K ; LHV [=] kWh/m3st. 

 

A water-cooled stainless-steel probe was placed above the burner to measure the O2, CO, 

CO2, and NOx concentrations in the combustion products. The sample was cleaned and 

dried before reaching the analyzers. The analytical instrumentation included a 

paramagnetic analyzer for the O2 measurements, non-dispersive infrared gas analyzers 

(SICK MAIHAK s710 analyzers) for the CO and CO2 measurements and a 

chemiluminescent analyzer for the NOx measurements (THERMO SCIENTIFIC 42i-HL 

analyzer). The relative measurement errors were 6% for CO, 3% for CO2, 3% for O2 and 

approximately 5% for NOx.  

 

The temperature profiles within the porous media were measured using some K-

thermocouples positioned along the centerline (T@5mm, T@10mm, T@15mm, and 

T@20mm), as shown in Figure 2. Thermal equilibrium was established among the 

thermocouple hot junction, the gas, and the solid phase; thus, the measurements provided 

by these sensors should be interpreted as the mean temperatures of the gas and solid 

phases. 

 

 
Figure 2 Schematic of experimental configuration used to measure temperature profiles 

inside porous media and pollutant emissions concentrations. 
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3 Numerical Model 

 

Numerical simulations for the different fuel mixtures were performed in Ansys Fluent 16 

using detailed chemical kinetics (GriMech 3.0). Figure 3 present the computational 

domain implemented in this work. The resultant grid resolution was 0.1x0.1x0.1 mm3. 

Governing equations are mass continuity, Navier-Stokes, species conservation and state 

equations. Additionally, two energy equations were considered for the solid and gas 

phases, similar to what has been reported in other studies [13].  

 

 
Figure 3 Schematic of the computational domain. 
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4 Results and Discussion  

 

4.1 Flame stability 

 

Figure 4 shows the flame stability limits, which correspond to NG and the NG-SGs 

blends. The figure represents several operating conditions that were evaluated. Three 

types of operating conditions can be observed in the figures: the blowout region (to the 

left of the blowout limit, BL), the flashback region (to the right of the flashback limit, 

FL) and the stable region (between the BL and FL).  

 

As is shown in Figure 4, the operation of the burner was characterized by the occurrence 

of flashback when SG substituted the NG. This indicates that the operating conditions 

change from fuel to fuel when NG is substituted by the high hydrogen content SG. This 

behavior can be explained by observing the combustion properties listed in Table 1. As 

shown in Table 1, the SG concentration in the fuel mixture increases the laminar flame 

speed, as a consequence the tendency toward flashback increases.  

 

 
Figure 4 Flame stability diagram. BL: blowout limit. FL: flashback limit. 

 

As a particular case, no variation was found between the operations with SG2 and SG3. 

 

The trends described above were also registered numerically, as shown in Figure 5 and 

6. 
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Figure 5 Blowout limit. Experimental vs numerical results. 

 

 
Figure 6 Flashback limit. Experimental vs numerical results. 

 

4.2 Temperature profile 

 

Figure 7 shows the temperature profiles obtained in the porous. The distances indicated 

in figure 6 were measured across the porous media, where 0 mm corresponds to the 

porous media inlet and 25 mm corresponds to the outlet surface. Because of the great SL 

and Tad of this high hydrogen SG compared to CH4, variations in the temperature profile 

were expected. However, the differences were lower than the anticipated. 
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Figure 7 Flashback limit. Experimental vs numerical results. 

 

As expected, increasing the thermal power decreased the preheating temperature for a 

given equivalence ratio. This result can be explained by the increase in the unburned 

gases velocity to SL ratio, which caused the flame front to move further downstream from 

the burner surface, as shown in [14]. 

 

Additionally, numerical results are in agreement with the corresponding experimental 

results, as it is shown in Figure 8 for the operation with NG at 500kW/m2 and ф=0.75. 

Comparing numerical temperature profiles with the one measured experimentally, we can 

see the experimental measurements do not correspond to just one phase but are a 

combination of both the gas and the solid phases. 
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Figure 8 Temperature profile. Experimental vs numerical results. NG-500kW/m2-

ϕ=0.75 

4.3 CO and NOx emissions 

 

Figure 9 shows the COfree emissions for NG and the blending of NG with the high 

hydrogen SGs. Generally, The CO increases when the equivalence ratio is near the FL. 

Moreover, increasing the hydrogen concentration resulted in no significant change in the 

CO emissions for the different SGs. These trends are difficult to explain. However, some 

observations can be drawn by focusing on the set of chain branching and chain 

propagating reactions shown in Table 2, which are included in Gri-Mech 3.0. 

 

Table 2 Some elementary reactions involved in the consumption of CH4, CO and H2 

Elementary reaction Ea (calmol-1) 

𝑪𝑯𝟒 + 𝑶 ⇆ 𝑪𝑯𝟑 +  𝑶𝑯   (R1) 8600 

𝑪𝑯𝟒 + 𝑶𝑯 ⇆ 𝑪𝑯𝟑 + 𝑯𝟐𝑶   (R2) 3120 

𝑪𝑶 + 𝑶𝑯 ⇆ 𝑪𝑶𝟐 +𝑯   (R3) 70 

𝑪𝑶 + 𝑶𝟐 ⇆ 𝑪𝑶𝟐 + 𝑶   (R4) 47800 

𝑪𝑶 + 𝑶+𝑴 ⇆ 𝑪𝑶𝟐 +𝑴   (R5) 2385 

𝑯𝟐 +𝑶 ⇆ 𝑯 +  𝑶𝑯   (R6) 6260 

 

 
Figure 9 CO emissions. 

 

The complete conversion of CO to CO2 depends on the availability of oxygen, as 

indicated by R4 and R5. Therefore the CO emissions increase near the FL, where the 

availability of O2 decreases. Moreover, as it has also been highlighted by Huang et al. 

[22], it is worth mentioning that the activation energy (Ea) of reactions involving OH 

(R3) are much lower than those with O or O2 (R4 and R3). This is valid not only for CO, 

but also for CH4 (R2) and H2 (R6). To increase the H2 concentration leads to higher OH 

production, therefore, generally, CO emissions decrease in the operations with the SGs.  
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Figure 10 shows the NOx emissions for NG and the blending of NG with the high 

hydrogen SGs. The NOx emission obtained is lower than 5 ppm. It was obtained that 

increasing the hydrogen concentration resulted in no significant change in the NOx 

emissions for the different SGs. In the other hand, increasing both the equivalence ratio 

and the thermal load increases the NOx emissions because the Tad increases. 

 

 
Figure 10 NOx emissions. 

 

5 Conclusions 

 

In this work, the performance of a surface-stabilized combustion burner operating with 

natural gas and the blending of natural gas with three high hydrogen content syngases in 

equimolar proportions was studied. We examined the effects of the composition of the 

syngases, the fuel-to-air ratio and the thermal input on the flame stability, the radiation 

efficiency and the pollutant emissions (CO). The H2 to CO ratio for the syngases was 

varied between 1.5 and 3. The following conclusions can be drawn from the results 

obtained in this work: 

 

▪ The composition of the fuel used has a significant effect on the flame stability 

limits. The major change produced by replacing NG with NG-SGs blends 

occurs in the FL, which moves toward lean-mixture zone. Even more, for the 

high hydrogen SGs. 

▪ As a result of the flame stability limits study for NG, and NG-SGs blends in a 

ceramic surface-stabilized combustion burner, we can conclude that, despite 

the significant change in FL's, there is an operation region that exhibits 

considerable potential for the interchangeable use of the gases studied without 
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modifications in the burner. This operation region coincides with the lower CO 

and NOx emission conditions. 

▪ The equivalence ratio had a considerable effect on the flame stability, 

temperature profile, and the pollutant emissions for all the fuels studied in this 

work. This is attributed to its effect on variables like adiabatic flame 

temperature, laminar flame speed, and mean flow velocity, which affects the 

burner performance. 

▪ For the blends that contained syngases, the pollutant emissions were not 

considerably influenced by the thermal load. CO emissions lower than ~100 

ppm and NOx emissions lower than ~2.5 ppm were obtained with these fuels. 

▪ Numerical model shows a good prediction capacity of the flame stability limits 

and temperature profile. Flame stability limits determined numerically and 

experimentally disagree at most in 0.05 of equivalent ratio. This result 

demonstrates this simulation can be a useful tool for the design of this kind of 

burners. 
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Abstract In the last decades, concentrating Solar Thermal Power (CSP) 

plants received a growing interest due to both need for more renewable 

sources of energy and the permanent improvements in thermal solar 

generation technologies. Even that CSP do not transform sunlight directly 

into electricity as in the photovoltaic (PV) generation, its conversion 

efficiency remains higher and proves competitive advantages in the 

locations with an important direct component of solar irradiance, usually 

found in arid and semi-arid areas. 

 

Among the available technologies for CSP, the most economically valid 

options are parabolic trough and central tower ones. Even the first one is 

considered a proven commercial technology, so ‘bankable’, from the 

project developer’s perspective, the advantages of tower over trough are 

primarily in the areas of cost and design flexibility. 

 

The paper purpose is to review and examine some engineering 

considerations on the CSP technologies design that lead to more profitable 

CSP projects. 
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1 Introduction 

 

Solar energy can be transformed into electricity through two methods: photovoltaic (PV) 

and concentrating solar power (CSP). Each technology has multiple types of 

implementations. 

 

As an example, the CSP- Tower power plants includes 50,000 to 65,000 of heliostats 

includes dual trackers, motion controllers and communication. It is a big challenge to 

design the electrical lay-out which are not mention in the literature such as others 

consideration related to the CSP as grid connection, CSP Turbo-Generator design and 

more. 

 

The CSP literature focuses on the various technologies of the CSP power plants. The 

literature describes the principle of operation, physics and thermodynamics phenomenon, 

advantages and disadvantages, system optimization and adapting different world areas, 

but no engineering design considerations. 

 

There is no process that integrates the traditional theory with practical knowledge gained 

in the field. This process should simplify and clarify the specific power systems design. 

 

The paper purpose is to examine some engineering considerations on the CSP 

technologies design, in order to reduce repeated failures and increase profit, based on the 

experience got by BrightSource Energy, Jerusalem.  

 

2 Solar Power Generation Technologies 

 

The sunlight hits the Earth’s surface both directly and indirectly, through numerous 

reflections and deviations in the atmosphere. On clear days, direct irradiance represents 

80% to 90% of the solar energy reaching the Earth’s surface. On a cloudy or foggy day, 

the direct component is essentially zero. The direct component of solar irradiance (direct 

normal irradiance - DNI) is of the greatest interest to designers of high-temperature solar 

energy systems because it can be concentrated on small areas using mirrors or lenses, 

whereas the diffuse component cannot. 

 

Concentrating the sun’s rays thus requires reliably clear skies, which are usually found 

in semi-arid, hot regions. DNI measures provide only a first approximation of a CSP 

plant’s electrical output potential. In practice, what matters most is the variation in 

sunlight over the course of a day: below a certain threshold of daily direct sunlight, CSP 

plants have no net production, due to constant heat losses in the solar field. 

 

CSP developers typically set a bottom threshold for DNI of 1850 kWh/m2/year to 2150 

kWh/m2/year. Below that, other solar electric technologies that take advantage of both 

direct and diffuse irradiance, such as photovoltaics, are assumed to have a competitive 

advantage [1]. 
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Among the solar power generation technologies, there are two main competitors. 

 

2.1 Parabolic trough technology 

 

The parabolic trough technology is proven and bankable – but too inefficient and 

expensive to compete in the electricity market. There have been attempts to develop and 

commercialize higher-temperature trough technologies using either direct-steam 

generation or molten salts, which would allow trough plants to work at higher steam cycle 

efficiencies. 

 

Much research has been invested in molten salts with lower freezing temperatures to 

make the idea somewhat more practical. However, to date none of these efforts have paid 

off with a commercial product. 

 

The first commercial, utility-scale solar thermal plants were built in California’s Mohave 

Desert in the 1980s, using 9 parabolic-trough mirrors of Jerusalem-based Luz Industries. 

These Solar Electric Generating Systems (SEGS) are still operating today, showing that 

solar thermal technology has the same long plant life expectation as conventional power 

plants.  

 

Today, more than 2,500 MW of first-generation parabolic trough-based solar thermal 

power plants are operating around the world – including the original 354 MW built by 

Luz. 

 

Among these, molten-salt thermal energy storage is operating at 8 of the locations, 

totalling nearly 1,000 MW of electrical generating capacity with storage, with the storage 

system most commonly sized for 7-7.5 hours.  

 

2.2 Central tower technology 

 

In recent years, central tower technology has emerged as the most efficient and least 

expensive solar thermal technology. This assessment is true for both direct-solar (steam) 

tower plants where no thermal storage – or storage of only 2-3 hours – is required, and 

for molten-salt tower plants capable of 10 hours or even more of storage capacity [2]. 

 

From the project developer’s perspective, the advantages of tower over trough are 

primarily in the areas of cost and design flexibility.  

 

The key factors contributing to tower’s lower cost of electricity produced include [3]: 

 

• Higher steam cycle efficiency because of higher working temperatures and 

pressures; 

• Lower parasitic energy consumption – parabolic trough systems use large 

amounts of energy to pump heat transfer fluid through the solar field;  

• Higher annual capacity factors than parabolic trough plant; 
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• Lower-cost collectors (heliostats/receiver), starting with flat vs. curved glass, 

then with less structural steel per square meter, and finally vacuum-insulated 

receiver; 

• Less need for civil works (grading, terracing, etc.); 

• Two axis tracking, providing higher year-round optical efficiencies.  

 

The greater design flexibility of tower in comparison to trough is notable: 

  

• Tower has less restriction on site slope, opening more sites to solar thermal 

development; 

• Trough is restricted to rectangular sites of a certain aspect ratio, or to sites that 

can contain a small number of contiguous rectangular sites. The solar field 

design of tower systems is far more flexible and can support nearly any shape 

of available land; 

• Tower can have less environmental impact on surface water flow, vegetation 

and soil retention. 

 

In addition to the projects built and currently operating in China, about 447 MW of central 

tower projects are currently operating elsewhere around the world. Most of this capacity 

is represented by the 3-tower project of BrightSource Energy at Ivanpah, California, in 

the United States, which commenced commercial operation in February 2014. 

 

In 2014-5 an additional 160 MW, The facility was commissioned in February 2016 and 

will ramp up production and expected to reach the performance contract guaranty during 

2017. The 110 MW Tonopah (molten salt, 10 hours full load storage power plant) project 

in the US, and the 50 MW Khi Solar One project in South Africa. Other central tower 

projects with signed power purchase agreements totalling nearly 800 MW of power are 

in the advanced planning stages in the US, Chile and Israel. 

 

But what can be learned from the experience of BrightSource Energy at Ivanpah, 

California. Being a new and innovative technology project, an initial shakeout and ramp 

up period must be taken into consideration when the plant displaced into operation. The 

initial performance will be less than full design and followed by an increase towards 

designed full rated annual performance, as seen in Figure 1. This increase is caused by 

the realization of the operator’s learning curve, procedural optimization, and fine-tuning 

of equipment and systems for increased plant performance. In the case of Ivanpah project, 

the ramp up period lasted three years [4]  
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Figure 1. Electricity production of the Ivanpah plant during the ramp up period 

 

3 Optimizing Solar Reflecting Area 

 

The principles for optimizing the solar reflecting area is divided into two stages once the 

land area allocated to the project is known: optimization of solar field size, and 

optimization of the layout. 

 

Optimization of solar field size is done by iteratively simulating annual project 

performance until an optimal size – based on lowest electricity cost – is reached. Very 

broad ranges of values are tested in order to ensure that the optimal point is not merely a 

local optimum. 

 

Previous attempts at solar field size optimization discussed in the literature included two 

approaches: the arbitrary selection of a “solar multiple” (the ratio of the solar field size 

to a nominal solar field size required for peak insolation) or constructing a set of 

“representative days” such as March 31, June 30, September 30 and December 31. Both 

approaches cannot lied to an optimized solar field size but rather an arbitrary size. 

 

Optimally, the measure used for optimization will be the levelized cost of electricity 

(LCOE) in terms of cost per kWh delivered, based on the fixed project internal rate of 

return (IRR) of 10%. This calculation requires not only the cost of the solar field, but the 

financial cash flows as well as taxation on profits of the project. 

 

In cases where not all of the financial parameters are known, an appropriate measure can 

be cost per kWh-year – the average unit cost of the solar field for each kWh of annual 

performance. This criterion will also yield an optimal point where electricity tariff is 

minimized. Including operations and maintenance (O&M) in the calculation is preferable 

but not necessary.  

 

In practice, this approach ensures optimal utilization of the power plant and maximal 

economic performance of the project – over the course of a simulated year that is 

statistically representative of the life of the project, barring long-term changes in climate 
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patterns or local air quality. In order to illustrate the optimization process, Figure 2 below 

shows an example of how DNI can be distributed over the hours of the year.  

 

 
Figure 2. DNI values distribution depending the hours of the day [5] 

 

In this example, the graph shows the hourly DNI of 180 different days in the April-

September period from a California, USA, project site – all plotted on the same axes. As 

can be seen, there are many hours of the year in which peak DNI of over 900 W/m2 is 

measured, but also many hours with far less DNI. The same dataset, but now for all 

daylight hours during all 365 days of the year, can be re-sorted for a distribution graph as 

in Figure 3. This graph shows that at the California site, there are more than 4,000 hours 

per year with measurable DNI, and nearly 3,500 hours in which average DNI is at least 

300 W/m2, which is a typical minimum value, for planning purposes, for hours in which 

it is possible to generate electricity. 

 

A simplistic approach to project design would match the capacity of the power block 

(turbine and generator, etc.) with the capacity of the solar field. In this case, the turbine 

will work at full load only a few hundred hours each year. For all the other daylight hours 

of the year, the turbine will work at partial load. Because the power block represents a 

substantial portion of the capital investment in the project, this would obviously lead to 

the investment in the power block being underutilized. 
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Figure 3. DNI values distribution depending the hours of presence in a year [5] 

 

Instead, the optimization process changes the relationship of the solar field size to the 

power block capacity by finding the financially optimal point, the optimal “Turbine 

capacity” on Figure 2 and 3. The solar field is larger than the point where it ‘matches’ the 

turbine capacity, but the power block can operate at full load for a much greater number 

of hours.  

 

In the case of a project with storage, the same concept would apply, and “turbine capacity 

+ storage charging capacity” would replace “turbine capacity”. On average there will be 

less dumping in a plant with storage unless a differential tariff places a very high value 

on electricity during non-solar hours [6].  

 

Heliostats that are not used during peak solar hours are valuable during other hours of the 

day; as long as their marginal contribution to project value (incremental lifetime revenues 

and tax benefits, net of incremental capital expenditures - CAPEX and O&M) is positive, 

it is worth having them. More heliostats are added to the simulation as long as each 

additional one generates a positive present value; when the next heliostat to be added 

does not have a positive present value, the solar field size is considered optimized.  

 

Beside the optimization process, it may be advisable to add more heliostats than the 

optimal number as a contingency against potential performance issues due to weather 

extremes, project construction issues, or other unforeseen circumstances. Because 

incremental heliostats are relatively inexpensive, this approach is often the cheapest way 

of providing insurance against possible performance shortfalls. 

 

Determining the best layout is the most important step in optimizing the solar reflecting 

area. The difference in annual electricity output can be boosted by as much as 5-15% with 

an optimized layout, compared with a non-optimized, geometric layout. 

 



436 10TH INTERNATIONAL CONFERENCE ON SUSTAINABLE ENERGY AND ENVIRONMENTAL 

PROTECTION (JUNE 27TH – 30TH, 2017, BLED, SLOVENIA), RENEWABLE ENERGY SOURCES 

Y. Elia, D. Lucache, M. Istrate & V. Nita: Challenges in the Practical Implementation 

of Concentrating Solar Thermal Power Projects 

 

Most power tower projects were designed and built with geometric layouts, in order to 

minimize energy efficiency losses due to shadowing (part of a heliostat’s reflecting mirror 

is not illuminated by the sun because a neighbouring heliostat casts a partial shadow) and 

blocking (light reflected by a heliostat in the direction of the receiver atop the tower is 

blocked by the heliostat in front of it). Most tower projects have used the so-called 

sunflower patterns to create solar field layouts.  

 

A new concept was developed by BrightSource for more efferent heliostat layouts yielded 

an optimized solar reflecting area. Those developers were trying to minimize shadowing 

and/or blocking at certain specific times of year instead of trying to maximize energy 

output – and associated revenues – over the life of the project. 

 

The optimization process takes into account the annual contribution of each heliostat (for 

a given annual set of hourly DNI and weather data values) in terms of energy delivered 

to the receiver, where the simulation takes into account different parameters (Sun 

position, Cosine losses, Shadowing, Blocking, Reflectivity, Atmospheric attenuation) 

calculated for each heliostat for at least every hour of the year. This resulted in higher 

energy density per square meter (1/3 less land per MWh). 

 

4 Energy LCOE Reduction 

 

Many factors influence the LCOE of CSP plants, the main ways for reduction being:  

 

4.1 Increasing plant capacity  

 

Because equipment cost does not increase linearly with size or capacity, by increasing 

plant capacity to a target of 250 MW will yield lower unit costs and LCOE contribution 

for the power block, receiver and the main components of the storage system [3].  

 

Additional cost savings will result from supplying and constructing a larger solar field, 

including a reduction in the indirect costs.  

 

The practical limit of power plant capacity is related to the optical efficiency of the 

marginal heliostats being added at the periphery of the solar field. This is greatly affected 

by the linear distance and correspondent atmospheric attenuation and by statistical aiming 

losses. The solution to limit this is the shrinking of the solar field physical footprint.  

 

Increasing the tower height would be the first choice for reducing solar field dimensions 

and increasing heliostat density. A 200+m tower height allowed BrightSource to shrink 

the solar field in the Ivanpah project. Further on, to increase the plant capacity will depend 

on increasing the density of the solar field through improved layout and control 

algorithms, doubled by improving heliostat design and manufacturing parameters that 

govern aiming accuracy, and better calibration techniques. 
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4.2 Increasing capacity factor 

 

The capacity factor reflects the annual energy production relative to a plant that would 

run at nominal power 24 hours a day for all 365 days of the year. Increasing capacity 

factor can be done by increasing storage capacity that will lower the unit cost and LCOE 

contribution of the power block and balance of plant (ancillary equipment supporting the 

process) by amortizing the same equipment over a larger number of MWh produced. The 

lowest LCOE can be reached with 12-18 hours energy storage delivering capacity factors 

of 60-80% [7]. Whether making use of molten salts or hydrogen fuel cells, the 

integration of grid-scale storage capacity in CSP plants is a game-changer. 

 

The technical ability to increase capacity factor depends also on the ability to increase 

the reflecting area of the solar field while maintaining acceptable levels of optical 

efficiency at the margin. 

 

4.3 Improving plant efficiencies 

 

Any increase in an efficiency along the chain of energy conversion from solar to 

electricity will generally be reflected in a corresponding reduction in the LCOE 

contribution of upstream system components. In some cases, all of the LCOE reduction 

is realized as a reduction in CAPEX, and in some cases there is both a reduction in 

CAPEX and an increase in annual electricity production [8].  

 

One factor can be the increasing of optical efficiency (the proportion of solar energy 

absorbed by the receiver). This can be done by:   

 

• layout optimization by reducing total blocking and shadowing, atmospheric 

attenuation and cosine losses;  

• improvements in heliostat design, aiming algorithms and calibration 

techniques;  

• increasing solar absorptivity; 

• better mirror reflectivity through heliostat thinner front glass; 

• anti-fouling coatings or other dust-removal/prevention technologies for mirror 

surfaces. 

 

The same benefits accrue from any increase in the thermal efficiency of the receiver. 

Thermal efficiency can be increased through reduction of convective (by reducing the 

total exposed receiver’s surface area) or radiative (applying solar-selective coatings) heat 

losses. BrightSource solutions for long-life high-temperature receiver coatings led to 

higher efficiency and lower maintenance costs [3]. 

 

An increase in thermal-to-electric conversion efficiency will enable a reduction in both 

receiver capacity and solar field size. But a reduction in receiver capacity can have an 

additional impact on solar field downsizing because of higher thermal efficiency (less 

heat losses). Thermal-to-electric conversion effi-ciency can be increased by increasing 
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the plant’s rated capacity (as mentioned in 4.1), or - in the case of a direct-steam receiver 

- by configuring the steam turbine to accommodate increased steam temperatures and 

pressures from the receiver and/or the steam generators of the thermal energy storage 

system.   

 

Not ultimately, applying a solar field integrated control system (close loop, real time 

optimization) will improve the efficiency generating more power. 

 

4.4 Lower cost engineering  

 

Important reductions in LCOE could further obtained by the engineering of lower-cost 

component and system designs. Lower-cost motors and drive systems, and lightweight 

mirrors using thinner glass and preformed support structures are among the ongoing 

efforts expected to contribute to reducing solar field component costs. This reduction is 

expected to contribute more than half of all the LCOE reduction attributable to 

engineering and R&D. 

 

4.5 Other reduction factors  

 

An important impact for LCOE reduction has the low construction cost and fast 

commissioning (by design standardization regarding manufactu-rability and assembly), 

and introduction of the wireless technology that needs less materials (85% less cabling) 

leading to faster build and rapid communication commissioning. 

 

Also important is the financial management, meaning lowering of the unleveraged cost 

of capital (reducing technology and project risk) and cost reduction both in the area of 

component procurement and supply and in terms of EPC contracts.  

 

 
Figure 4. Capital Costs per Unit of Energy Output  [3] 

CAPITAL COSTS PER UNIT OF ENERGY OUTPUT *

0%

10%

20%

30%

40%

50%

60%

70%

80%

90%

100%

Ivanpah Generation 2nd Generation 3rd Generation

● Larger  power 
block & tower

● Larger heliostats
●Higher temp / 

pressure
●Wireless heliostat

comms & power
●Mobile heliostat

assembly

●Higher temp / 
pressure

●Taller tower
● Increased power 

block utilization
●Molten salt

thermal energy 
storage system

● Increased 
operational 
flexibility 

~25% reduction ~40% reduction



10TH INTERNATIONAL CONFERENCE ON SUSTAINABLE ENERGY AND ENVIRONMENTAL 

PROTECTION (JUNE 27TH – 30TH, 2017, BLED, SLOVENIA), RENEWABLE ENERGY SOURCES 

Y. Elia, D. Lucache, M. Istrate & V. Nita: Challenges in the Practical Implementation 

of Concentrating Solar Thermal Power Projects 

439 

 

As an example, Figure 4 describes the improvement get by BrightSource by applying the 

above mentioned solutions, from Ivanpah technology (first generation) up today (3rd 

generation) which reduced the cost per MWh (40% reduction). 
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Abstract The integration of solar and wind technologies into the energy 

supply system is becoming increasingly attractive as their costs per unit 

capacity drop and tight policies are being implemented against greenhouse 

gas emissions. However, their contribution to a power system is uncertain 

due to the intermittent nature of wind and insolation. Here, we investigate 

a power dispatch system that aims to supply the power demand of the EU 

based on low-carbon generation units enabled with expansion of biomass, 

solar, and wind energy. A spatially explicit techno-economic optimization 

tool simulates the EU power sector to explore policies for renewable energy 

deployment. Results show utility-scale deployment of intermittent 

electricity is feasible when incentivized with carbon tax. Expansion of 

transmissions capacity helps even-out intermittency of solar and wind 

technologies. Spatial assessment of bio-electricity potential (based on 

forest and crops residues) has small contribution to the optimal generation 

mix, limiting its effect as baseload. 
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1 Introduction 

 

Integration of Renewable Electricity (RE) is expected to play essential role in 

transforming the carbon intensive supply chain of the exiting energy infrastructure into a 

low-carbon one. Today, the energy supply (i.e. power, heat and transportation sectors) of 

the EU is largely met from fossil fuels and nuclear technologies.   

 

Decarbonization of the energy sector through integration of intermittent renewables is 

often discussed as a mitigation measure. However, challenges remain to relying on 

intermittent energy sources like the sun or the wind for power. Still, it is widely believed 

that coupling solar and wind plants to thermal generators, and using new load 

management technologies to align demand for power with the variable supply, offer a 

promising path for aggressively reducing the amount of carbon the power industry 

disposes into the atmosphere. A system-level approach with adequate representation of 

spatial and temporal features of renewable energy sources is absolutely essential to 

provide sufficient insight to address these issues. 

 

In the absence of sizable energy storage, power systems with high-share of intermittent 

RE rely on flexible baseload to maintain stability. This work highlights on the importance 

of low-carbon baseload, such as biomass, nuclear and hydropower.  

 

To assess the potential for reducing CO2-emissions, the CO2-emitting technologies in the 

existing generation fleet of the EU electricity sector are explicitly targeted and competed 

with a spatio-temporally explicit RE portfolio supplemented with a state-of-the-art 

natural gas combined cycle (NGCC).  

 

Our assessment approach has high spatial and temporal resolution representing a period 

of one year. This approach is able to capture reasonably high-resolution load-matching 

often overlooked by dynamic models used for planning long-term consequences, e.g. [1].  

 

2 Methodology 

 

BeWhere1, a geographically explicit MILP optimization model, is used to simulate highly 

renewable power dispatch system. BeWhere minimizes the total cost of an energy supply 

chain in order to meet a known demand while providing information on optimal 

localization of new plant installations. The objective function is evaluated according to 

equation (1).  

 

)cost  emissions  (costfmin
c

CO

c

CO

c

chainsupply 

c
22 

    (1) 

 
In this study, the model simulates expansion of three RE generation technologies namely 

bioenergy, solar and wind. The model is formulated based on a 0.4° spatial resolution. 

Historical data are used to simulate RE generation potentials with a time resolution 
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consistent to the meteorological dataset of choice over a period of one year. A brief 

description on the data processing of each category is presented in this section. In 

addition, the model reproduces the existing power dispatch system. 

 

2.1 Bioenergy 

 

Two categories of biomass feedstock are investigated in this study, namely forest and 

crops residues. 10 types of forest residues and 5 types of crop residuals are considered. 

The availability of these feedstock is extrapolated at the grid level, based on the regional 

biomass atlas [2]. 

 

Table 1.  Technical parameters  

Type Description  PJ/year Output Efficiency  

G
as

if
ic

at
io

n
 

te
ch

n
o

lo
g

ie
s Circulating Fluidized bed 

for CHP  
0.72 

Power 0.35 

Heat  0.5 

Circulating Fluidized bed 

for IGCC 
5.0 

Power 0.4 

Heat  0.45 

Bubbling fluidized bed for 

CHP 
0.39 

Power 0.3 

Heat  0.52 

S
o

li
d

 

co
m

b
u

st
io

n
 Circulating Fluidized bed 

for CHP  
3.24 

Power 0.35 

Heat  0.5 

Fixed bed combustion for 

CHP 
0.36 

Power 0.25 

Heat  0.6 

F
as

t 

p
y

ro
ly

si
s Fast pyrolysis for CHP  0.18 

Power 0.24 

Heat  0.6 

Dry wood chips to pyrolysis 

oil, heat and steam  
0.60 

Power 0.21 

Heat  0.26 

 

Table 1 summarizes the different biomass conversion technologies considered along with 

their respective plant capacities and efficiencies. The efficiency refers to the energy 

content of the biomass feed, LHV basis. 

 

2.1.1 Biomass logistics 

 

The model also accounts for the logistics of biomass transport from source to plants and 

biomass trade within and outside the regions studied. 

 

Possible routes for transport, the corresponding specific costs and GHG emissions are 

parametrized based on a geospatial transport network developed in the ArcGIS Network 

Analyst. Three modes of transport are considered: road, rail or shipping. The 

transportation parameters used in this work are presented in Table 2. 
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Table 2.  Transportation parameters  

 Unit Truck Rail Boat 

Load Vehicle/t 27 1625 5700 

Load factor % 0.94 0.95 0.79 

Fuel use  l/vehicle /km 0.31 5.1 35.3 

Loading cost  €/t 3.66 2.97 3.50 

emissions gCO2/t/km  68 2.97 24 

 

2.2 Meteorological data 

 

The hourly electricity generation potential from solar PV and wind technologies are 

derived based on the meteorological dataset [3]. The dataset has global coverage with a 

3-hourly temporal and a 0.25 degree spatial resolution.  

 

Details for the data processing to derive the power generation estimates are reported in 

[4]. The hourly mean capacity factors of solar PV and wind sites for the sampled hours 

are presented in Fig 1. The factors shown represent hourly mean values, as obtained from 

the data source. In total, about 2900 sites are considered for each technology. 

 

 
Figure 1. Hourly mean capacity factors for solar and wind technologies 

 

2.3 Business As Usual (BAU) 

 

To establish a reference case, the model uses country respective annual mean capacity 

factors and the corresponding installed capacities for each of the existing technologies in 

power supply system. These data are parameterized in the model. The average annual 

capacity factors of the major three technologies are shown in Fig 2. 

 

 
Figure 2. Annual mean capacity factors for the three major technologies in 2010 
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2.4 Power demand and transmissions 

 

The hourly power demand for each country and the existing transmission capacities 

between countries are derived from the European Network of Transmission System 

Operators for Electricity (ENTSO-E). ENTSO-E reports historical demand and 

transmissions at the country level. The year 2010 is chosen in order to be consistent with 

the meteorological data. When demand data is unavailable in a specific hour, the data 

from the previous hour is used, or the same hour in the previous day, depending on data 

availability.  

 

The power demand is sampled every three hours from the peak and median day in each 

month. Doing so reduces the computational complexity by compensating for the high 

spatial resolution. This is consistent with sampling methods from previous high-

resolution electricity sector planning models [5]. To represent the entire year, the sampled 

days are weighted to represent multiple days by fixing peak days to represent one day of 

the month and median days to represent the remaining days in the month (i.e., days in a 

month minus one) [5]. This ensures peak conditions are included in the power constraint 

while economic assessment is dominated by the typical demand profile, as peak demand 

occurrences are rare. Accordingly, all samples (i.e. 8 samples per selected day) represent 

three hours each, peak days represent a day of the corresponding month and median days 

represent the remaining days in the month. This procedure is included in the model by 

means of a time-indexed weighting parameter. 

 

2.5 Assessment approach 

 

A number of countries in Europe enforce national policy measures for mapping 

decarbonization pathways of their energy sector. This, of course, is in addition to the EU 

ETS, a policy cornerstone to combat climate change. For instance carbon tax (additional 

tax on fossil fuels), bioenergy support (biofuels subsidy), green electricity certificate (a 

program that rewards a tradable certificate for every MWh of RE generation, e.g. in 

Sweden, Norway, and the UK). Due to the investigative nature of this study, we opted 

for a simplified approach that assumes a regionally enforced carbon tax in the range of 0 

to 150 €/tCO2 at an interval of 25 €/tCO2. Particular attention is given to the role of 

transmission network in stabilizing intermittency. The optimization procedure considers 

the transmissions to be a direct power flow balance. There is no attempt to mimic the 

voltage phase shift, which is highly nonlinear. However, the power flow balance 

approximation is a reasonable representation for a high-voltage direct-current (HVDC) 

transmissions network [6]. The use of an HVDC transmissions instead of high-voltage 

alternating-current (HVAC) is because of the nonlinear nature of HVAC, which 

significantly complicates the optimization. However, the HVDC transmissions can be 

thought of as an approximation of HVAC in terms of power flow because it includes 

electrical losses and describes transmissions at a high level. 

 

Furthermore, the optimization is set such that the model has to select least expensive 

generation mix based on the existing generation fleet that emit CO2, a state of the art 
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natural gas combined cycle (NGCC) or deploy RE units to meet the demand at any given 

time. Cost minimization is superior to a load-matching optimization for real world 

applications, as cost is a primary driver of integration of variable generation into an 

electricity sector. 

 

3 Results and Discussions 

 

The integration of RE in the power sector is influenced by different factors, most notably 

their generation costs relative to the conventional technologies they compete with and the 

assumed policies to motivate their deployment. Consequently, the results presented here 

primarily explore the influence of carbon taxing based on a 2020 cost projection scenario 

for solar and wind technologies, Table A1. Additionally, the results are discussed in 

contrast to potential expansion of the existing transmissions capacity between the 

countries in the EU. A BAU network of transmissions is established for 2010, the year 

this study refers to, based on historical indicative capacities, Fig A1. 

 

3.1 Electricity generation mix 

 

Figure 3 shows the power generation mix of the BAU case and the optimal cases for 

carbon tax range of 0 to 150 €/tCO2. The dashed-line indicates the power demand. 

Accordingly, intermittent RE starts to appear in the mix even without carbon incentive. 

A carbon tax of 25 €/tCO2 results in total replacement of coal and oil with RE and NGCC, 

as NGCC emissions are about 50% lower per unit output. This is consistent with the 

general consensus that new fossil based technologies need to achieve at least 50% 

reduction in carbon emissions compared to their conventional counterparts.  It is worth 

noting that the price of electricity from NGCC plant assumes a levelized cost for a state-

of-art technology, which in this case is about 1.47 times higher than the market prices. 

 

Apart from that, with increasing carbon tax a steady increase in intermittent power is 

observed, comprising between 10% and 49% of the total generation. Of course, increased 

share of variable power induces grid balancing problems, often leading to increased 

curtailment. This phenomenon is clearly observed in Fig 3, the supply progressively 

exceeds demand with increasing carbon tax.  In the following subsection we explore the 

role of expanding existing transmission capacities in reducing curtailment. Figure 4 

shows a spatial distribution map of the optimal power generation mix for carbon tax 50 

€/tCO2. In comparison to the BAU case, Fig A1, wind and solar displace significant 

portion of CO2 emitting technologies across the entire region. 
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Figure 3. EU power generation mix, BAU and carbon tax range of 0 to 150 €/tCO2 

 

3.2 Transmissions capacity expansion 

 

In this assessment, the transmissions expansion allowance is limited to the existing 

indicative capacities, as reported by ENTSO-E for 2010. It doesn’t not reflect factual 

capacities under expansion, construction or planning phases, see e.g. [7]. Scenarios 

assuming expansion factors of 1.5, 2, 5 and 10 are considered in addition to an ideally 

interconnected EU case (which assumes no limitation of transmissions capacity for the 

existing connections). Moreover, the discussions in this section focus on the impacts of 

transmissions on wind and solar generations due to their variable nature.  

 

According to Fig 5, with expansion of transmissions capacity further deployment of wind 

technology becomes feasible and dominates generation in countries where the resource 

appears to be abundant, e.g. the UK, Italy and Greece, as presented in Fig 6. Whereas, 

solar generation is localized to regions endowed with insolation, e.g. Spain. Wind 

technology deployment is favoured over solar because wind has better geographic 

distribution and the technology requires lower capital investment.  
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Figure 4. Spatial distribution of EU power generation mix, carbon tax 50 €/tCO2 

 

Another aspect is that the gain in wind generation due to the expansion of transmissions 

capacity is countered with about the same amount reduction in solar energy, Fig 5. This 

is mainly because the competing technologies are constrained to CO2-emitting 

technologies in the existing fleet, NGCC, wind, solar and biomass technologies. It should 

be noted that an optimization with full access to the entire existing generation fleet would 

likely lead to a different generation mix. This option is, however, ruled irrelevant as the 

aim of this study is to explicitly target CO2-emitting technologies in the EU electricity 

sector. 

 

Furthermore, a five-fold expansion of the existing transmissions capacity achieves about 

half of the additional wind power that an ideally interconnected EU would deploy. This 

indicates that an optimal expansion in transmissions can be realized by considering an 

economic assessment in comparison to expanding country respective deployment of RE 

technologies. 
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Figure 5. Variation of wind and solar generation as function of transmissions 

 

For an ideally interconnected EU, Fig 6, the country respective shrinking generation 

capacities, most notably for Germany, are compensated with the increase in the UK, 

France and Sweden (wind) and Spain (solar). Even though, the UK and Spain do not have 

direct transmission corridor connecting them to Germany, France, which has the largest 

connection to Germany, appears to play the power balancing role.  

 

However, it is worth mentioning that for an ideally interconnected EU the combined 

generation in the EU is expected to reduce because the variability of wind is managed 

better with the expansion of transmissions capacity. 
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Figure 6. Spatial distribution of generation mix for an ideally interconnected EU at 

50€/tCO2 

 

3.3 CO2 emissions 

 

The ultimate goal of this work is to assess the role of RE in decarbonizing the existing 

generation fleet in the EU.  

 

 
Figure 7. CO2 emissions 
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Figure 7 presents the aggregated CO2 emissions, assuming biomass and waste, both 

renewable and non-renewable, as emission neutral sources. This is a reasonable 

assumption to make because forest and crop residuals as well as waste if left unutilized 

would contribute to landfill emissions. Besides, their contribution to the generation mix 

is trivial. Referring to Fig 7, EU-scale deployment of intermittent RE would result in CO2 

emissions reduction ranging between 15 and 85% compared to BAU depending on the 

carbon tax.  

 

In addition, a margin of about 50 MtCO2/year is observed between the BAU 

transmissions case and an ideally interconnected EU for carbon tax range of 25 to 150 

€/tCO2.  

 

4 Concluding Remarks 

 

This assessment illustrates the potential of deploying utility-scale intermittent RE to 

aggressively reduce CO2 emissions in the EU electricity sector. The findings showed the 

least expensive generation mix turns into a low-carbon system, particularly when 

incentivized with carbon tax. Integration of intermittent RE can make important 

contribution, comprising between 10% and 49% of the total generation with the existing 

transmissions capacity. Previous studies have shown that industrial application of CO2, 

such as power-to-gas/liquid [4], [8], could help marginalize carbon tax.  

 

The results further indicated expansion of existing transmission capacities could help 

even-out the intermittency of wind and solar technologies.  
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Appendix A 

 

Table A1. Technology economic parameters 

 Parameter Solar Wind Unit 

Capital cost 3750a 1980c €/kW 

Economic life time 25 25 years 

O&M fixed 5.14b 6.84b 
 

Transmission cost 1 1 €/kW-km 

Grid connection cost 0.2 0.2 €/kW 

aNon-tracking commercial solar PV technology with 4kW (DC) installed capacity is considered for 

this study. The capital, fixed O&M cost are adopted from [9]. The capital cost estimates are 

expected to have uncertainties of +25%. 
bFixed O&M cost for solar and wind technologies in €/MWh [9].  
cCapital cost estimate reported here is for onshore wind turbines, with expected uncertainties of 

less than +25% [9]. 
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Abstract The increased demand for pork, both domestically and for export, 

has led to increased hog breeding in feedlot. The large volume of waste 

generated has become a frequent environmental problem. Anaerobic 

biodigestion is one of the methods that can be used to treat this effluent, 

where organic matter is converted through biological decomposition into 

biogas and biofertilizer. The objective of this work is to propose the 

construction of a biodigestor, using as a study the experimental farm of the 

State University of Maringá, which has approximately 250 pigs in a feedlot 

system. The Canadian model was the one that presented the greatest cost 

benefit in relation to the treatment and production of biogas from swine 

effluent. Their dimensions were calculated using the model proposed in the 

literature. It was also evaluated the energy potential that can be generated 

with the implantation of the biodigester in the unit.. 
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1 Introduction 

 

For many years swine farming in Brazil was considered an activity that did not cause 

environmental damage, since production was low, guaranteeing that the environment itself 

would absorb the generated effluents without causing major environmental impacts. Currently, 

according to the Confederation of Agriculture and Livestock of Brazil, the country is the fourth 

largest producer and exporter of pork in the world and should remain in this position until 2018 

[1]. This position has brought with it an increase in demand for pork in order to supply both 

domestic and foreign markets. However, this increase did not accompany the availability of land, 

forcing farmers to use the breeding system in confinement. This system produces a large volume 

of waste, which is usually not treated properly and is often discarded in water bodies, causing 

serious problems for the environment and for people who use water from these rivers for 

consumption and / or irrigation [2][3]. 

 

One of the alternatives for treatment of swine manure is anaerobic biodigestion, which is an 

efficient technology, allowing to treat the effluent and to produce biogas and biofertilizer 

[4][5][6]. 

 

Biogas is obtained from the biological decomposition of organic matter in the absence of 

oxygen, in the case of biogas production from swine effluents, this decomposition reaction 

occurs through microorganisms present in the effluents themselves. Biogas consists of a mixture 

of gases, predominating in its composition of methane and carbon dioxide, and may be a 

potential substitute for non-renewable fuels, such as natural gas and gasoline [7]. The advantage 

of the use of biogas is the reduction of the need to import energy using local energy and in some 

cases where there is excess production of energy, it can be commercialized, for example in a unit 

where it has power generation Electric power, it can be sold to the local power grid [8][9][10]. 

 

The biofertilizer that remains of the organic matter conversion reaction in gas is a nutrient rich 

material, presenting in abundance nitrogen. Biofertilizer, besides being an economically viable 

alternative, is also an environmentally advantageous alternative, since it allows to reduce or even 

to replace the use of pesticides using small, medium and large crops. Another advantage of the 

use of the biofertilizer is the fact that it presents characteristic of agricultural defensive, 

combating pest, diseases and insects. As the biofertilizer has a basic pH range, it also acts as a 

soil pH corrector [11][12]. 

 

In this work we investigated the possibility of constructing a biodigestor at the Experimental 

Farm of Iguatemi, belonging to the State University of Maringá, located in the district of 

Iguatemi, in the State of Paraná - Brazil. Anaerobic biodigestion leads to an adequate treatment 

of the effluent generated by the breeding of pigs in confinement in the unit. As well as the 

production of biogas and biofertilizer. 

 

2 Materials and Methods 

 

The work was carried out from the observation of the large volume of effluent generated by the 

swine breeding in confinement at the farm located in the Experimental Farm Iguatemi - FEI, 
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belonging to the State University of Maringá and the environmental and social problems that 

these wastes are causing for the lack of Treatment. The biodigester is a proposal to solve the 

presented problems. 

 

Studies demonstrate that the biodigester can be an efficient system for the treatment of organic 

wastes at the same time an economically viable system. The biodigestor produces biogas and 

biofertilizer, which can be used in the unit itself [13][14]. There are three types of biodigesters 

that are often used: the Chinese, Indian and Canadian model. These biodigesters can be operated 

in batch or fed batch. 

 

The biodigestor model chosen for the development of the work was the Canadian model. 

According to the work carried out by Calza et al. (2015) the model presents lower cost of 

construction, operation and greater efficiency for the production of biogas from swine effluent 

[15]. 

 

The Canadian model has a rectangular base excavated in the ground, constructed of masonry, 

and a gasometer made of a flexible PVC blanke [15]. This biodigestor model is often used in 

warmer regions, where the ambient temperature favors the organic matter decomposition 

process. Figure 01 shows the schematic drawing of a Canadian biodigester. 

 

 
Figure 01: Canadian model biodigester 

 

The volume of the biodigester can be calculated by multiplying the daily load of organic 

matter by the hydraulic retention time. The effluent inlet should have a volume equal to 

the volume of the daily effluent load. The outlet box must have a volume of at least three 

times the volume of the daily charge of entry, because this way the outlet box will still 

contain possible accumulations of biofertilizer. In order to size the biodigestor of the case 

study, the model proposed by Ribeiro (2011) was used [16]. It follows the equations 

developed by the author: 

 

Pe = 2rπ        (1) 

 

Where, Pe represents the transverse total perimeter and r is the radius of the plastic bag. 

 

A% = 0.621 p² - 0.042 p + 0.352      (2) 
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Where, A% represents the percentage of the transverse perimeter for the arc and p the 

desired gas phase proportion (p≤0.4). 

 

b = (-1/3 A% + 1/3) p       (3) 

 

Where, b is the smallest width of the pit 

 

a = 1.618b        (4) 

 

Where, a is the largest width of the pit. 

 

h = 0.951b        (5) 

 

where, h is the depth of the cesspool. 

 

Af = 0.4755 (a + b) b       (6) 

 

where Af is the cross-sectional area of the pit. 

 

At = Af / (1-p)        (7) 

 

where, At is the total transverse area. 

 

Ag = At-Af        (8) 

 

where, Ag is the gaseous cross-sectional area. 

 

Vt = AtL         (9) 

 

where, Vt is the total volume of the biodigester and L the length of the biodigester. 

 

Vf = AfL         (10) 

 

Where, Vf is the total volume of the pit. 

 

Vg = AgL        (11) 

 

Where, Vg is the total volume of gas. 

 

Ve = C.TRH        (12) 

 

Where Ve is the estimated volume of the fossil, C is the organic charge and TRH hydraulic 

retention time. 
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3 Results and Discussion 

 

It was reported by staff working on the pig farm, from the case study, that there are 

approximately 250 pigs. 

 

Second Oliver et al. (2008) the daily production of desire per pig is on average 4 kg. The 

dilution of this desire in water is 1: 1.3. The hydraulic retention time is 35 days [17]. 

 

The dimensions of the Canadian biodigestor were calculated using the mathematical 

model developed by Ribeiro et al. (2011). The author concluded that for tubular 

biodigesters such as the Canadian model, the model does not apply to ratios greater than 

40%, since the volume of the liquid phase will not be sufficient to keep the hood full of 

air. Therefore, the desired gas phase ratio is assumed to be 40% [16]. The results were 

simulated and calculated in Excel 2010 software and presented in table 1. 

 

Table 1: Calculated dimensions for the construction of a Canadian model biodigester 

Parameters Result 

r 2.00 m 

L 8.00 m 

p 0.40 

Pe 12.56 m 

A% 0.43 

b 2.37 m 

a 3.83 m 

h 2.25 m 

Af 11.29 m² 

At 18.81 m² 

Ag 7.53 m² 

Vt 
150.50 m³ 

Vf 90.30 m³ 

Vg 60.20 m³ 

Ve 88.00 m³ 

Vc1 2.5 m³ 

Vc2 
7.5 m³ 

 

According to Oliver et al. (2008) the daily production of biogas from swine effluent is 

0.356 m³ / animal. Knowing that the calorific value of the biogas is 5.5 kWh / m³, we can 
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estimate that the annual energy production at Fazenda Experimenta de Iguatemi, coming 

from an effluent of 250 pigs, will be 178667.5 kWh or 178.7 MWh [17] [18]. 

 

4 Conclusion 

 

It is possible to conclude that the treatment of swine effluent from anaerobic biodigestion 

can be an environmentally and economically viable alternative. The installation of a 

biodigester in a rural property reduces the environmental impact caused by swine in 

confinement. Biogas produced from anaerobic biodigestion is a way to get local 

renewable energy, both thermal and electrical. The remaining organic matter from the 

conversion can be used as a biofertilizer, since it is a nutrient rich material. In this way, 

the Experimental Farm of Iguatemi, has energy potential that can be explored and used 

in the unit itself. We can estimate that the annual energy production at Fazenda 

Experimenta de Iguatemi, coming from an effluent of 250 pigs, will be 178667.5 kWh or 

178.7 MWh 
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Abstract In the present paper, a review on solar dryer is presented. The 

review comprises the principle and main components, classifications of 

solar dryer as well as its advantages and disadvantages. Moreover, an 

economic study is implemented for Lebanese case. The main purpose of 

the economic study is to compute the amount of money that will be saved 

by using solar dryers and its payback period where the affecting parameter 

is the percentage of time where solar dryer is utilized, and type of dried 

food. The results obtained showed that for Pr equal to 0.6, when drying 600 

kg of bananas, cherries and peaches, the payback period was about 1.28 

months, 0.48 months and 0.64 months respectively. Besides, an 

environmental analysis is developed to estimate the amount of carbon 

dioxide emission mitigated as function of percentage of time where solar 

dryer is used and type of food to be dried. It was obtained that for Pr equal 

to 60%, drying 600 Kg of bananas, cherries and peaches, leads to decrease 

in the amount of CO2 emissions by about 51120 Kg/month, 134190 

Kg/month and 102240 Kg/month respectively. 
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1 Introduction 

 

Due to the great tendency of rising cost of conventional sources of energy, and concerning 

there availability in the coming future, energy management [1-7] and utilization of 

renewable sources of energy [8-13] became the optimum solutions to solve energy crisis. 

Solar energy [14-19] is a renewable energy source which can be used to preserve food 

and simultaneously save energy for a sustainable world. Solar dryers [20-25] are an 

elegant technology derived from solar energy whose function is to dry agricultural 

products and preserve food. The key of drying is removing moisture from a product 

without affecting its flavour, texture and colour.  

 

Due to the fact that Lebanon is one of the countries that suffers from fuel scarcity and 

economical deficiency, solar dryers must be utilized in Lebanon due to its great influence. 

From this point, this study aims to present a review on solar dryer concerning its principle 

and components, classification, advantages and disadvantages. Besides, economic and 

environmental analyses are developed to shed light on the significant role of solar dryers. 

 

2 Principle and Components of Solar Dryers 

 

The basic function of solar dryer is to rise the vapour pressure of moisture found inside 

the product and increase moisture carrying capacity of the drying air by decreasing its 

relative humidity [26].  

 

In general, solar dryer is composed of three prime components which are the drying 

chamber where dried food are placed, air heater which heats the drying air and air flow 

system which exhausts the moist air to the surrounding. 

 

3 Classifications of Solar Dryers  

 

In this work solar dryers are classified according to method of air flow, mode of 

transferring heat from sun to the product and type of drying chamber. Figure 1 illustrates 

the different categories of solar dryers. Table 1 summarizes the comparison between 

passive and active solar dryers. 
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Figure 1. Classifications of solar dryers. 

 

Table 1. Comparison between passive and active solar dryers 

Passive solar dryer Active solar dryer 

• Depends on the natural movement of 

air due to buoyancy force, wind 

pressure difference, or combination 

of them 

• Known as natural convection solar 

dryers 

• slow drying rate due to the slow 

movement of air  

• Requires fans to duct air through the 

dryer components which can be 

mounted either at the inlet or at the 

exit 

• higher drying rate compared to the 

passive mode 

• needs electrical energy to drive the 

fan 

 

3.1 Direct solar dryers  

 

Direct solar dryer is composed of a drying chamber which is covered by transparent 

glazing made up of plastic or glass [27]. In direct solar dryer, the product is placed in an 

enclosure of transparent cover. Solar radiation is absorbed by the material and the internal 

surfaces of the drying chamber, generating heat. Then heat evaporates moisture from the 

product and thus it is dried. Figure 2 presents a schematics of direct passive and direct 

active solar dryers respectively. 
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(a) 

(b) 

Figure 2. (a) Direct passive and (b) direct active solar dryers. 

 

3.2 Indirect solar dryers  

 

Indirect solar dryer [28] is made up of drying chamber which has opaque cover, fan and 

solar air heater/solar collector. Solar collector heats the atmospheric air, then warm air is 

ducted to the drying chamber by the fan (in active type) where it transfers heat to the 

material and evaporates moisture from it. Figure 3 shows a schematics of indirect passive 

and indirect active solar dryers respectively. 
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(a) 

(b) 

Figure 3. (a) Indirect passive and (b) indirect active solar dryers. 

 

3.3 Mixed solar dryers  

 

Mixed solar dryer is a combination of the direct and indirect types [29]. The cover of 

drying chamber in mixed dryer is transparent. In such dryer a separate collector preheats 

air before entering drying chamber and then sunlight adds heat to the products which will 

be dried.  

 

3.4 Hybrid solar dryers  

 

Hybrid solar dryers [30] are dryers that depend on solar energy and another source such 

as biomass or fossil fuel. Such dryers have the ability to operate without solar energy 

which reduce the risk of losing food.  
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3.5 Cabinet solar dryers  

 

Cabinet solar dryer [31] is a large box made up of metal or wood. The products that will 

be dried are placed in shelves inside the chamber. Cabinet dryers may be of direct 

(transparent drying chamber) or indirect type (opaque drying chamber). Figure 4 

demonstrates schematic diagrams for direct and indirect cabinet solar dryer respectively. 

(a) 

(b) 

Figure 4. (a) Direct and (b) indirect cabinet solar dryers. 
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3.6 Greenhouse solar dryers  

 

Greenhouse dryer [32] is shown in figure 5, such dryer combines the operation of solar 

collector with greenhouse system. The dryer`s walls and roofs are manufactured from a 

transparent material such as glass, fiber glass, UV stabilized plastic or polycarbonate 

sheets. 

 

 
Figure 5. Green house solar dryer. 

 

3.7 Tent solar dryers 

 

Tent solar dryer consists of wooden pillars covered with plastic sheet, where the 

background plastic sheet has black colour to absorb more solar radiation. At the upper 

side of the tent a vent is applied to allow flow of air stream inside it. The products to be 

dried are located on a ledge above the ground [33]. Figure 6 illustrates a schematic 

diagram of tent solar dryer. 

 

 
Figure 6. Tent solar dryer. 
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4 Benefits and Limitations of Solar DRYERS  

 

Solar dryers are in general of relatively low cost and they are simply constructed [34, 35]. 

They dry food without affecting its flavour, texture or colour. Besides, solar dryers protect 

food from animals, insects, birds, rain and dust. Moreover, solar dryers reduce losses of 

products, promote longer storage duration and prevent spoilage of stored materials. Also, 

solar dryers mitigates consumption of conventional sources of energy such as fossil fuels, 

thus they save environment from drawbacks caused by fossil fuel usage.  On the other 

hand, some limiting issues deteriorates the performance of solar dryers and affect 

negatively the drying rate. Solar dryers can be utilized only during day time where 

sufficient amount of solar radiation is available. 

 

5 Economic Analysis  

 

A typical dryer of 15 Kw input power, 120 Kg/batch capacity and 50-140°C working 

temperature was taken under study. The study is performed to compute the amount of 

electrical energy consumed when drying several types of fruits and vegetables. Then, the 

cost of electric energy is calculated to estimate the money saved when replacing this 

conventional dryer by solar dryer. Besides, the payback period of solar dryer is calculated 

depending on the amount of saved money and the cost of solar dryer which have similar 

specifications as conventional dryer.  

 

The energy consumed by electric dryer can be calculated using formulas of equations (1) 

and (2). 

 

tPE input          (1) 

 

where “E” is the energy consumed per day (Kw.hr/day), “Pinput” is the input power (Kw) 

and “t” is the time where the dryer is used per day (hr/day), it can be calculating from 

equation (2) 

 

d
C

M
t          (2) 

 

where “M” is the mass of food that will be dried per day ( it is equal to 600 Kg/day). “C” 

is the capacity of the dryer (Kg/batch) and “d” is the duration needed for each batch to 

finish (hr/batch), it defers according to type of food. The studied food are bananas, 

cherries and peaches where each one requires 8, 21 and 16 hours to be dried. 

 

After computing energy consumed per day, energy consumed per month must be 

calculated to estimate the amount of money that could be saved monthly when utilizing 

solar dryer. Equations (3) and (4) represent calculations of energy consumed per month 

and amount of saved money, respectively. 
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wddaymonth nEE         (3) 

 

where “Emonth” is the energy consumed per month (Kw.hr/month) and “nwd” is the 

number of working days per month, it is equal to 20 days/month. 

 

Kwhrmonth PESM 1Pr        (4) 

 

Where “SM” is the saved money per month, “Pr” is the percentage where solar dryer is 

utilized where it is varied from 0.1 to 1 and “P1Kwhr” is the price of 1 Kw.hr, in Lebanon 

it is equal to 0.0867 $/Kwhr for industrial sectors 

 

 
Figure 7. Variation of amount of saved money as function of Pr. 

 

Figure 7 describes the variation of saved money as function of Pr for each type of food. 

It was obtained that the amount of saved money is dependent on Pr and type of dried 

food. In order of magnitudes, as Pr increased from 0.1 to 1, the amount of saved money 

raised from 1040.4$/month, 2731.05 $/month and 2080.8 $/month to 10404 $/month, 

27310.5 $/month and 20808 $/month for drying bananas, cherries and peaches 

respectively. For Pr equal to 0.6, the amount of saved money was 6242.4 $/month, 

16386.3 $/month and 12484.8 $/month for drying bananas, cherries and peaches 

respectively.  

 

The studied solar dryer is an indirect cabinet solar dryer type which has similar 

specifications as the electric dryer. Its cost is 8000$. To calculate the payback period of 

such dryer formula of equation (5) can be used. 

 

SM

C
PP sd         (5) 
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where “PP” is the payback period and “Csd” is the cost of solar dryer (8000$). 

 

 
Figure 8. Variation of payback period as function of Pr. 

 

Figure 8 presents the payback period as function of Pr for each type of food. The results 

reveals that the payback period is affected by Pr and type of dried food. For illustration, 

as Pr increased from 0.1 to 1, the payback period decreased from approximately 7.7 

months, 2.9 months and 3.8 months to 0.76 months, 0.29 months and 0.38 months for 

drying bananas, cherries and peaches respectively. For Pr equal to 0.6, the amount of 

payback period was about 1.28 months, 0.48 months and 0.64 months for drying bananas, 

cherries and peaches respectively. 

 

6 Environmental Analysis  

 

To size the environmental influence of solar dryer, a study is done on the aforementioned 

electrical dryer to compute the amount of carbon dioxide produced per month. Thus, by 

replacing this dryer by a solar dryer carbon dioxide emission will be mitigated.  

 

The amount of CO2 produced (
2COproducedM ) and amount of minimization in carbon 

dioxide emission (
2COreducedM ) can be calculated from equations (5) and (6) 

respectively.  

 

KwhrCOmonthCOproduced MEM 1/22
      (5) 

 

where “ ” is the amount of CO2 produced from 1 kWhr electricity. In Lebanon it is 

estimated to be about 0.71 Kg CO2/1 kWhr 
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22
. COproducedrCOreduced MPM        (6) 

 

 
Figure 9. Variation of amount of reduced CO2 emissions as function of Pr.  

 

Figure 9 represents the variation of reduced CO2 emissions as function of Pr.  For drying 

600 Kg of food, utilizing solar dryer for 60% of the drying time will lead to decrease in 

carbon dioxide emissions approximately 51120 Kg/month, 134190 Kg/month and 

102240 Kg/month for bananas, cherries and peaches respectively. While 76680 

Kg/month, 201285 Kg/month and 153360 Kg/month of CO2 emissions will be minimized 

from drying the aforementioned foods and for Pr equal to 90%. Thus, it can be concluded 

from the analysis above that the amount of reduced CO2 emissions increases as solar 

dryer is more utilized. 

 

7 Conclusions  

 

A review on solar dryers was presented in this work. Principle, components and various 

classifications of solar dryer has been reported. In addition to that, benefits and limitations 

of solar dryers has been described. Besides, an economic and environmental analyses has 

been conducted to quantify the effects of utilizing solar dryer.  

 

A typical electrical dryer was taken under consideration to compute the amount of electric 

energy consumed when drying 600 Kg of bananas, cherries and peaches. Then, the 

amount of saved money was calculated when replacing this dryer by solar dryer. An 

indirect cabinet solar dryer of similar specifications of electrical dryer has been studied 

to calculate the payback period. It was shown that the payback period decreased from 

approximately 7.7 months, 2.9 months and 3.8 months to 0.76 months, 0.29 months and 

0.38 months for drying 600 kg of bananas, cherries and peaches respectively, when Pr 

increased from 0.1 to 1.  
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Besides, the environmental study was performed on the aforementioned dryers to 

estimate the decrease in the amount of CO2 gas produced when using solar dryer instead 

of electrical one. It was shown that for drying 600 Kg of bananas, cherries and peaches, 

51120 Kg/month, 134190 Kg/month and 102240 Kg/month of CO2 emissions will be 

minimized respectively, for Pr equal to 60%. 
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Abstract When sizing a pumping system fed by renewable source, the on-

site feasibility of the system has to be assessed. The standard sizing of a 

photovoltaic water pumping system (PVPS) is generally based on the 

required daily quantity of water and the total dynamic head of the well or 

borehole. However, the feedback following different on-site operating tests 

proved that any deficiency of information, regarding the specifics of the 

soil, water source behaviour, the materials, the techniques used in irrigation 

and domestic consumption result an imbalance in the system performance. 

Accordingly, geospatial characteristics investigation has been conducted in 

the Mansoura desert area, about 70 km south of Ghardaia headquarter. The 

main goal was to select the feasibility areas suitable for implementing 

PVPS installations. The evaluation study has been carried out on six zones; 

namely: Ain Losseik, Old Mansoura, New Mansoura, Oued Ghazalat, 

Khanget-fedj and Zawiat Lacheikh. The study consists on census and 

classifying the wells or boreholes according to the statistical water source 

levels, the land specifics and kind of activity. The obtained results averred 

that the water averages level vary between 20 m and 45 m, for renewable 

aquifer, in small scale irrigated land and livestock grassland. However, the 

Albian borehole static level varies between 3 m and 8 m, in large irrigated 

areas. The classification of different DC pump models indicate that the 

photovoltaic powered water pumping systems can provide high 

contribution to supply water for different purposes. 
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1 Introduction 

 

Algeria is one among the solar belt countries that enjoys with high availability of solar 

intensity, wind and huge water potential sources, in particular in the desert region.  

However, the lack of access to energy and to safe water in these areas causes the 

instability of the citizen and then the phenomenon of rural depopulation is appeared as 

great challenge. As consequence, it affects land degradation and desertification, including 

reduction in the crop yield and livestock ranching, loss of biodiversity, food and water 

insecurity, threat of climate changes, particularly, in the arid, semi-arid and sub-humid 

areas [1, 2]. Recently, Algeria is engaged to go straight ahead towards the sustainable 

energy whereas, an ambitious program to develop and promote the renewable energy 

systems has been set [3]. As a target, the country aims to generate 40% of its total 

electricity production from renewable sources by the year 2030. Within the objective 

among the world target to reach the 100% renewable energy [4,5], the promotion of the 

standalone Photovoltaic/Wind Pumping Systems (PVPS) for domestic use, livestock and 

in irrigation presents a promising option for stretching it through the large remote desert 

areas. Indeed, various studies were conducted on the design and implementation of 

photovoltaic water pumping systems (PVPS), in the goal to be erected in the remote high 

lands and Sahara, especially in the zones far away from the national electrical grid 

connection [6,7]. However, various unexpected constraints and problems arose when the 

system is on-site operated which led to deficiency and then ended to total failure. In this 

view, different research works have been reported to promote the on-site system 

performances upon the experimental through the Algerian territory [8, 9].  The unforeseen 

problems emerged during the on-site real operating system prompt the advanced research 

on the real time control of the system performances. Accordingly, a review of research 

works has been conducted by Dhiaa H. Muhsena et al [10], which concluded several 

PVPS findings performance whereas the overall system's efficiency average is about 

3.4% and average annual productivity rate of 6580.611 m3/kWp. P.E. Campana et al. [11] 

proposed a novel optimization procedure taking into consideration the investment cost of 

the PVPS as well as the income from crop sale, beyond the effect of water supply on crop 

yield and the availability of groundwater. In the meanwhile, Campana and Yan [12] 

applied a model to compare the technical and economic suitability of such systems on 

degraded grassland in China, based on irrigation water requirements (IWR) solar 

irradiation and wind speed. They found that the crop yield is essential for both economic 

assessment and the selection of the technology. Ayub et al. [13] have studies the technical 

and economic suitability of four submersible solar pumps (1050Wp) for irrigating rice, 

wheat and vegetables, in different locations of Bangladesh and they concluded that PVPS 

is economically suitable for tomato but not for rice. The divergences of various objectives 

prompt the PVPS optimal sizing researches to require more information data on multi-

objective, as reliability and cost parameters. In this view, an algorithm to optimize three 

multi-objectives has been developed by Dhiaa H. Muhsena et al. [14], where, the 

performance results show that the loss of load probability and the water flow rate average 

over a year time are around 0.5% and 3.297 m3/h, respectively. The same author, 

proposed a multi-objective optimization algorithm which combines technical and 

economic objectives to optimally size PVPS installations (Loss of load probability and 
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life cycle cost), whereas the loss of load probability has attained around 0.5%. Ceyda 

Olcan [15] has extended the techno-economic optimization of the PVPS by developing a 

model which able to find a compromise solution, using water storage tank, in Antalya, 

Turkey. Thus on basis the 5-years applications, it has been shown that sizing results are 

technically and economically more suitable than computational algorithm. Nevertheless, 

in recent years the dimensioning of such system becomes a complex task, due to the 

increased demanded information data. Hence, beyond a long solar radiation assessment 

and accurate estimation of crop needs on water, the soil aridity,  the degree of salinity, 

technique and period of irrigation, the seasonal variation of the optimum tilt angle, kind 

of activity, kind of vegetation and livestock, as well as the citizenship social life, etc… 

need to be involved a complete feasibility study. Within this frame, a feasibility study to 

set up a solar irrigation in Mongolia of China, conducted by He Xu et al. [16] whereas, 

the coefficients and parameters data are related to meteorological factors, vegetation 

types, kind of areas and soil properties. This method has been adopted in the feasibility, 

undertaken on a standalone direct PV-powered water pumping system for irrigation in 

Mediterranean greenhouses. In this meanwhile, geospatial characteristics has been 

carried out on Mansoura area, the southern part of Ghardaia, in the purpose to census and 

quantify the renewable water sources, suitable for eventual PV water pumping system 

installations. 

 

2 Area of the Case Study 

 

The map of studied area “Mansoura” is illustrated by the map of the Fig.1, in the below. 
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Daira of Mansoura is an administrative division of Ghardaia Wilaya (Province), situated 

in the middle southern part of Ghardaia headquarter city. It consists of two municipalities 

(Mansoura and Hassi-Lafhal) and extended on total area of about 13215 km². Mansoura 

municipality is the area of study which stretched on area of about 6500 km2. The 

municipality headquarter is located about 70 km south of Ghardaia city, between Latitude 

31° 58′ 46″ north and Longitude 3° 44′ 46″ east, at an altitude of about 700m. The area 

consists of rocky land in the north part involving different valleys, as old Mansoura 

valley, Oued Ghazalat and Ain Losseik. The area is sandy and fertile in the southern part. 

It is among the largest groundwater reservoir “Albian", called Tidikelt region which 

includes El-Ménéa, Adrar and Ghardaia and it contains pure water lying at small depths 

(100 – 400 m) from the surface. The area has also great abundant phreatic water sources, 

in shallow static depths varying between 20 m and 45 m. 

 

3 Methodology 

 

The methodology consists onto three main parts: the first is identifying of the studied 

zones, according to the location and geospatial characteristic distribution. The second 
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part is the field analysis which focuses on census and classifying the wells and boreholes 

according to their types, static levels, the techniques used in irrigation and the kind of 

activity. Finally the third part consists on the evaluation of the optimal locations suitable 

for implementing the PV water pumping systems.  

 

3.1 Identification of the studied zones  

 

The total studied area is divided into six geographical zones. Each zone has its own 

geospatial characteristics, involving the same soil type, same groundwater depth and 

same activity. Spatial map of the mentioned zones is depicted in the fig.2. 

 

Zone 1. Ain Losseik 

 

Ain Losseik depicted in the map as the Zone 1, is an excellent agricultural area, situated 

about 3 Km, in the south of Mansoura headquarter at the side of the National road N°1. 

It involves various farmlands and grasslands. The zone has huge phreatic water source as 

well as an Albian water reserve. The supply of water is intaken from a number of new 

boreholes. The soil is sandy and favourable for different kind of agriculture. 

  

Zone 2. Oued Ghazalat 

 

The Zone 2, called Oued Ghazalat is new large rehabilitated farmlands, located in the 

north east of the Municipality headquarter, at about 7 km far away. The soil is sandy and 

fertile, where different kind farms have been created, due to the huge abundance of both 

Albian and phreatic groundwater sources. The drip irrigated modern of large scale 

agriculture is the most dominant activity. The used dynamic head of bores is generally 

around an average of 100 m. 

 

Zone 3. Old Mansoura  

 

Old Mansoura, depicted by the Zone 3, situated at 23 km in the west of Mansoura 

headquarter. It is the main old discovered area, due to its important spatial data of 

population and livestock density, taking into account the low static level average forage 

intake. Small and large scale agriculture activities extended along the old Mansoura 

valley (Oasis, peanuts and local vegetables), adding to livestock ranching of various kind 

of cattle. The supply of water is generally extracted from traditional wells. 

 

Zone 4. New Mansoura  

 

New Mansoura, depicted by the Zone.4, has the same geospatial characteristic area as the 

zone 3.It is divided in two areas; the first area is extension of the old Mansoura valley 

which have the same static water levels, the second is an another valley where, the water 

static level wings between 35 and 40 m. The large scale agriculture and livestock ranching 

is the main activity. 
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Zone 5. Khanguet-fedj 

 

Khnaguet-fedj, depicted by the Zone 5, is new area offered by the Mansoura Municipality 

for large scale irrigated agriculture, situated about 16 km south of the headquarter. 

Currently two farms started in exploiting the area for different kind of flora. The albian 

borehole static level varies between 3 m and 8 m. 

 

Zone 6. Zawiat Lacheikh 

 

Located in extension of  sebseb valley, 17 Km, far away from the Mansoura headquarter, 

the 6th zone, called Zawiat Lacheikh It is an isolated site which involves small citizen 

agglomeration, mosque and Coranic Zawia as well as raw of traditional houses for visitor 

accommodation.  

 

3.2 Groundwater field assessment 

 

The field study consists on field census of the number and type of boreholes, water static 

level, techniques used in irrigation and kind of irrigated crops. The distribution of the 

number wells or boreholes and the rate of distribution according to each zone are 

illustrated in the following fig.3 and fig.4, respectively. 

 

 
Fig. 3. Distribution of the wells and boreholes 
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Fig. 4. Rate distribution of each zone 

 

Zone 1: Ain losseik involves a total number of 35 bores, divided into 23 bores within 

static level average is about 45 m and dynamic head average of about 90 m and 12 Albian 

boreholes, whereas, the static water level of 4 boreholes are within average nexus 20 m. 

Both drop irrigation and water gravity supply from storage tank are the used techniques 

in irrigation. 

 

Zone 2: Oued Ghazalat has a total number of 11 bores comprising 5 wells and 6 

boreholes. The static water levels of wells vary between 40 m and 45 m. Large scale 

irrigation 

 

Zone 3: Old Mansoura has total number of 214 bores, whereas 210 traditional wells, 4 

bores and Albian boreholes. The static water level average varies between 20 m and 25 

m. The gravity water irrigation from stored tank is the old used technique, but due to the 

increased lack of the ground water table, the drip irrigation is currently adopted.  

 

Zone 4: New Mansoura has 16 bores involving 11 wells and 5 boreholes. The static water 

level average varies between 35 m and 40 m. In this zone the modern technique is adopted 

for both irrigation and in water supply for citizen. 

 

Zone 5: Khnaguet-fedj comprises 3 boreholes. 2 boreholes are exploited by their owners 

and the third belongs to the Municipality service for urgent water supply. The static water 

level varies between 3 m and 8 m. Drip irrigation is the most used technique. The energy 

supply is undertaken by electromagnetic pump.  

 

Zone 6: Zawiat lacheikh comprises two wells with water static level of about 50 m. used 

for local domestic consumption.   
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3.3 Evaluation of the optimal locations 

 

Based on the geospatial characteristics data obtained following the feasibility study 

carried out on the Mansoura area, the optimal locations suitable for implementing the 

PVPS can be selected, according to the average static levels and the irrigation water 

requirement, the effect of water on crop yield and cost. The average static water levels 

for each zone are presented by the following histograms of the fig.5. 

 

 
Fig. 5. Averages of static level per zone 

 

Since the optimal areas have been identified, the PVPS can be technically selected 

according to the appropriate well or borehole. Following the current investigated study, 

the pump model has been selected according to the appropriate depth of the water source 

(well or borehole) and the flow-rate of extraction. Hence complete information involving 

the geospatial optimality characteristics of the studied area and the eventual appropriate 

model pumps, are assembled in the table 1. 

 



10TH INTERNATIONAL CONFERENCE ON SUSTAINABLE ENERGY AND ENVIRONMENTAL 

PROTECTION (JUNE 27TH – 30TH, 2017, BLED, SLOVENIA), RENEWABLE ENERGY SOURCES 

A. Boutelhig & A. Melit: Geospatial Characteristics Investigation of Suitable Area for 

Photovoltaic Water Pumping Erections, in the Southern Area of Ghardaia, Algeria 

485 

 

 
Fig.2. Spatial map of the studied zones 
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Table.1. Geospatial characteristics of the studied areas 

 
 

4 Conclusions 

 

Geospatial characteristics investigation has been conducted on Mansoura desert area of 

the southern part of Ghardaia region. The purpose was to select the optimal areas suitable 

to erect the PV water pumping systems. Six different zones have been investigated 

according to the spatial characteristics, kind of activity, the groundwater source behaviour 

and the kind of irrigation. Accordingly, numbers of model pumps are selected to match 

each groundwater of suitable area. It has been averred that the old Mansoura area depicted 

by the Zone 3 seems to be the medium optimal location for PV water pumping erections. 

Nevertheless, future studies on the groundwater refill are required to determine the 

average peak powers needed.  
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Abstract Photovoltaic power prediction is indispensable in renewable 

energy, for optimal operation of power system, planning and operating, and 

sizing system. The paper objective is to predict PV power by load 

forecasting in Ghardaia (Algeria), using irradiance parameters. The PV 

power plant capacity is 1.1 MW, connected to power system for satisfy the 

energy demand. We are tested different forecasting models; depend on 

historical loads and irradiance, by using neural networks (NN) method. The 

Simulations results were run and discussed, it is proving that forecasting 

error depend on model choice, irradiance, and loads. The mean absolute 

forecasting error is precise using NN, and may be improved by the other 

optimization techniques and models. 
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1 Introduction 

 

Renewable energies studies have described the most modern desired sources, where solar 

energy is one of the major and most dominant in Algeria, namely photovoltaic solar 

panels that receive extended interest on their use, where multiple projects have been bet 

by the Energy Source Ministry that used prediction program to have 30% of national 

production from renewable sources ensure the horizon of 2030. Many sources types are 

interested in this program are: solar photovoltaic, solar thermal, wind, biomass, and 

geothermal energy. About 1168 MW in the horizon of 2020 will benefit by photovoltaic 

energy [1]. 

 

PV prediction is necessary to have a reliable system and cost effective for large scale 

integration power system. In addition, the PV electrical prediction is also required for the 

resizing and planning of large scale PV power plants, balancing control, green electrical 

transactions, electrical interruption warnings, and power  system stabilization [2][3]. 

 

There are many predictions and forecasting methods, such as experience forecast 

(electricity elasticity coefficient), output and growth rate of consumption, integrated 

electrical consumption, extrapolation forecast and district load density index method. 

Such methods need to the value, yield and growth rate [4]. 

 

Statistical methods used in the PV forecasting are time series and regression analysis, 

such as linear regression model, multiple linear regressions model, nonlinear regression 

analysis, autoregressive (AR) model, moving average (MA) models, autoregressive 

moving average (ARMA) model and nonstationary time-series. These methods need 

some relationship of values and the changes among identify consumption, load, time, 

total output value of industry in power gross domestic product, and then use mathematical 

models to prediction[5][6]. 

 

Artificial intelligent methods used in forecasting and prediction are grey generation, 

expert system, fuzzy logic, artificial neural networks, which used in the economic 

environment changes, and other random factors interfere with the power system under 

load accurately forecast, which widely used to analyze numerous uncertainties and the 

electrical load forecast correlation. But how accurate will describe the criteria adopted 

for the artificial uncertainties are relatively difficult. This work provides a neural network 

models based on irradiance parameters [7][8]. 

 

The paper contribution is establish an accurate PV power prediction to provide energy 

demand  

 

by load forecasting (Ghardaia, Algeria), based irradiance parameter by develop a 

forecasting model which will be able to consistently forecast the energy generated by 

photovoltaic modules using explanatory variables available at most weather stations. PV 

energy prediction contributes to a better integration of renewable energy into the existing 
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power sources. This study capable to enable future PV projects in Ghardaia  city  to be 

deployed at a lower costs and at much faster rate. 

 

2 Materials and Methods 

 

The PV power plant is located in Ghardaia based on the type of polycrystalline panels, 

inclined at 32 ° with a total capacity of 1.1 MW (Figure 1). 

 

 
Figure 1. PV power plant in Ghardaia 

 

The equivalent schematic network (PV micro grid) is presented in Figure 2. 

 

 
Figure 2. Micro grid of Ghardaia 

 

The estimation of the real value of photovoltaics (PV) power aid the dispatching center 

to forecast the total power production. It should be have at any moment the balance 

between power supply and load demand which is given by the following formula: 

 

Load = Classical power + PV Power + losses 
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LPVC PPPL 

       (1) 

 

L : Load 

CP : Classical power 

PVP : PV power 

LP : Losses power  

 

PV power variation requires monitoring by an expert system to ensure better management 

of our electricity grid. The broad penetration of intermittent sources can cause significant 

impact on the power system operation, for example the coordination of voltage 

adjustment which related to injections of active and reactive power of different existing 

sources on the network, so the forecasting objective is to minimize the gap between 

production/consumption and optimize the production power plants.  

 

The mathematical model of an artificial neuron (Figure 3) consists essentially of an 

integrator that performs a weighted sum of its inputs. The result n of this sum is then 

transformed by a transfer function f which produces the output of a neuron. The R input 

neurons correspond to the vector P = [p1, p2,…, pR]T, whereas W = [w11, w12,…, w1R]T 

represents the vector of the weights of the neuron. The output n of the integrator is given 

by the following equation: 

 





R

j

jij bpwn
1        (2)

 

 

To verify the performance of the forecasting model, we can calculate the mean absolute 

error: 

 





n

ti

t PP
n

MAE
1

       (3)

 

 

tP :  Desired Power   

tP


: Forecast Power  

 n:  Number of samples  



10TH INTERNATIONAL CONFERENCE ON SUSTAINABLE ENERGY AND ENVIRONMENTAL 

PROTECTION (JUNE 27TH – 30TH, 2017, BLED, SLOVENIA), RENEWABLE ENERGY SOURCES 

S. H.Oudjana, I. H. Mahammed & K. M. Benbitour: PV Power Prediction to Provide 

Energy Demand by Load Forecasting 

493 

 

 
Figure 3. Model of an artificial neuron 

 

The load forecasting model depends on historical load data as follow:  

 

)(ˆ LfL 
        (4) 

 

L̂  : Forecast load 

L  : Actual load 

 

The PV forecast model depend on irradiance parameter in winter season and in summer: 

 

)(ˆ IfPpv          (5) 

 

pvP̂
 : Forecast power PV  

I  : Irradiance 

 

The winter irradiation period is from 9h00 until 18h00, the maximum radiation value is 

951 W/m2 at 13h00 (figure 4). 

 

The irradiance in summer begins from 8h00 until 20h00; the range of irradiance is 12 

hours. The cloud makes the minimum irradiance of 33 W/m2 at 14h00 (figure 5). 
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Figure 4. Irradiance 15/07/2014 

 

 
Figure 5. Irradiance 13/01/2015 

 

3 Simulations 

 

To validate the forecasting models, in terms of the mean absolute error, we must test its 

in differents seasons (summer, and winter), to predict the PV power and load in one day 

ahead. 

 

The relationship between the PV power and radiation is proportional, so as soon as the 

irradiance increases, the PV production increases and vice versa. The average error of PV 

power forecast is 45 KW in summer (Table 1). The forecast is accurate except in peak 

hours and in hollow ones (Figure 6). 
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The load forecast pace is almost superimposed on the current load profile (Figure 7); the 

average forecast error is 21.8 KW in summer (Table 1). 

 

The missing power in summer varies between 54.3 KW and 1458.1 KW (Table 1); the 

PV production is low in the extremities of the day, either at sunrise or at sun layer (Figure 

8). 

 

Table 1. PV power and load forecast in summer 

Hour  

PV 

Forecast 

(kW) 

Load 

Forecast 

(kW) 

power missing 

(kW) 

8 76,3 1197,2 1120,9 

9 529,0 1024,4 495,4 

10 680,5 814,7 134,2 

11 750,1 814,7 64,6 

12 754,3 822,2 68,0 

13 765,0 819,3 54,3 

14 45,8 814,7 768,9 

15 61,5 872,4 810,9 

16 765,3 1197,2 432,0 

17 764,6 1197,2 432,6 

18 600,3 1408,5 808,2 

19 46,2 1504,3 1458,1 

20 46,7 1504,3 1457,6 

MAE (kW) 45,0 21,8  
 

 
Figure 6. PV power forecasting in summer 
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Figure 7. Load forecasting in summer 

 

 
Figure 8.Power and load forecast in summer 

 

In winter, the PV production increases gradually up to 900 KW at 14h00 (figure 9), the 

average error of PV power forecast is 56.02 KW (Table 2). 

 

The peak load is 1,400 KW in morning at 6h00, and the afternoon is 1,200 KW at 19h00 

(Figure 10), the average error of load forecast is 17.7 KW in winter (Table 2). 
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The missing power at 12h00 until 15h00 is negative (Table 2), it means that the PV 

production is more than electrical consumption (figure 11), in this case the PV power 

plant is sufficient for the load in Oued nechou (Ghardaia). 

 

 
Figure 9. PV power forecasting in winter 

 

 
Figure 10. Load forecasting in winter 
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Table 1. PV power and load forecast in Winter 

Hour 

PV 

Forecast 

(kW) 

Load Forecast 

(kW) 

power missing 

(kW) 

9 59,0 901,2 842,2 

10 441,6 766,8 325,2 

11 752,0 901,2 149,1 

12 840,8 766,8 -74,0 

13 863,5 766,8 -96,7 

14 860,3 766,8 -93,4 

15 818,7 766,8 -51,9 

16 660,3 901,2 240,8 

17 314,5 766,8 452,3 

18 90,8 901,2 810,4 

MAE kW) 56,02 17,7  
 

 
Figure 11. Power and load forecast in winter 

 

4 Conclusions 

 

Photovoltaic power forecasting is important to the operation of electrical  system to make 

decisions by the dispatching center that cares to ensure electrical network security 

management while having a reliable and cost effective production system that meets 

specific environmental constraints. 
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The work initiated in this paper aimed to achieve a program that can predict the electrical  

generated by a PV power plant to one day ahead in Ghardaia (Algeria), and analyze the 

relationship between meteorological factors and the electrical  supplied by applying the 

neural network technique. The neural networks does not require a mathematical model, 

but is based on artificial intelligence.  

 

Power consumption in summer is longer than that in winter due to use of air conditioning, 

which is why the load forecast error is big in the summer season. PV production linked 

directly with the irradiance factor, the irradiation time in summer is 12 hours, but the PV 

power plant is not able to satisfy the electricity demand. Irradiation in winter is low, but 

it meets the load from 12h00 until 15h00. The forecast error of PV power depends on 

irradiation, but it may be improved by the other models and optimization techniques that 

train the neural network. 
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Abstract There is a wide range of publications reported in modeling the I-V 

characteristics of the PV module.  However the outdoor conditions variations is a 

relatively new and hot research area and has attracted notable attention of the 

researchers in the past decade. In this work, a new approach proposed to reconstruct 

the I-V characteristic of a PV module under various real conditions of irradiance 

and temperature. Based on the characterization tests data, carried out on four 

different PV modules technologies (monocrystalline silicon, polycrystalline silicon, 

thin film CIS and amorphous silicon), under semi-arid environment conditions of 

Ghardaïa site, a developed methodology has been presented. It consists of 

exploiting a set of the five parameters data versus irradiance and temperature 

obtained via the five parameters model. The assembled data have been 

reconstructed via analytical and Firefly Algorithm (FA) models, for each PV 

module technology. Based on the computational results and convergence 

capabilities we concluded FA is a very powerful algorithm that gives a good 

precision for all tested PV module types, in comparison  to the analytical model. 
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1 Introduction 

 

Currently renewable energies resources represent an interesting alternative of fossil fuels. 

Solar photovoltaic (PV) power production can be considered as one of the most practical 

resources, especially for high-level irradiation regions. Due to its geographical position 

among the solar belt countries, Algeria is blessed with an abundance of solar energy that 

can be exploited and promoted as clean and environmental friendly technologies. In this 

context, an ambitious program is adopted to develop clean and efficient energy.  The 

program aims to achieve renewable power installations reaching the 22 (GW) between 

2011and 2030, from which 12 (GW) will be devoted to cover the national demand and 

10 (GW) is for export. Currently, Algeria plans to produce 400(MW) of electricity from 

photovoltaic technology in different regions of the country [1], [2] 

 

In this context, the first pilot PV plant has been installed in Algeria by Electricity and 

renewable energies Company (SKTM) with a capacity of 1.1 MW, for testing the four 

PV technologies in the real weather conditions (arid and semi-arid climate). However, 

the renewable energies development Center (CDER) has accompanied this project in 

order to give solutions to the real problems encountered during the implementation of 

this power plant. For this purpose, the work proposed in this study considers one of 

photovoltaic related topics, namely the development of reliable methods for modeling the 

cell, module and PV generator in the outdoor conditions. 

 

Generally, an equivalent model describes the behavior of PV cells. Therefore, numerous 

works treating the equivalent electrical circuit models of solar cell have been proposed to 

present its current-voltage (I–V) characteristics. Within this frame, researchers start 

generally with a simple model of solar cells then improve the circuit with other electrical 

components, in order to make a comprehensive model. Authors accordingly, have been 

developed several models throughout different parameters types, namely: four; five, six 

and seven parameters model.[4] 

 

According to bibliographic review, many researches have been carried out for modeling 

the solar cell current-voltage characteristics (I-V) based on classical models, De soto et 

al.have dealt with five model parameters in the aim to determine the current-voltage of 

four different type cell technologies and have compared the predicted data with the 

experimental ones. They found that the predictions from the five-parameter model are in 

agreement with measurements and can be an accurate tool for the prediction of energy 

production.[4]. 

 

Celik and Acikgoz to estimate the operating current of a 120W monocrystalline 

photovoltaic module in the southern part of Turkey have discussed four and five 

parameter models. The obtained results show that the complete five-parameter model 

predicts the operating current better than the simplified four-parameter model based on 

the determination coefficient (R2), especially around solar noon when most of the power 

is produced.[5]. 
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The PV cell performances are strongly influenced by irradiance and temperature. 

Therefore, it is necessary to determine the PV model parameters according to operational 

conditions. Thus, several approaches are then frequently used for determining these 

parameters. We can find the well-known standard current and voltage translation 

methods[5], the analytic generalized model parameters expressed as a function of 

irradiance and temperature [6] and AI methods including artificial neural networ k and 

genetic algorithms. [8-11].  

 

Within this frame, the current work investigates the five parameters model throughout 

diode circuit configuration, for seven PV modules of different technologies. The 

investigation study used an analytical and firefly algorithm model, for wide range of 

irradiance and temperature. A case study of Ghardaïa region has been taken as an example 

of application.  

 

The paper has the following structure: section II present experimental setup and 

methodologies used for estimating the PV module model characteristics 

((monocrystalline silicon, polycrystalline silicon, thin film CIS and amorphous silicon). 

Discussion of the results is described in the section 5; finally, the last section was devoted 

to the conclusion of the work. 

 

2 Location and Characteristics of the Site 

 

Located in the southern of Algeria, about 600 km South of Algiers, Ghardaïa site is 

considered as an arid and dry area. It is characterized by the following geographical 

coordinates: latitude of 32°36’ N, longitude of 3°48’ E and altitude of 450 m above the 

sea level. The site is specified by a huge sunshine where the rate of insolation is 

significant; the mean annual global solar radiation measured on a horizontal plane 

exceeds 6000 (Wh/m2/day) and the sunshine duration is more than 3000 (hours/year). 

The minimum and maximum summer average temperatures are 26°C and 42°C 

respectively.  

 

3 Test Bench and Experimental Setup 

 

The test characterization has been performed at outdoor conditions of the site under 

consideration (Applied Research Unit for Renewable Energies). 

 

Photovoltaic modules characterization bench is equipped with the following components: 

 

Photovoltaic Field Array Tracer (PVPM 2540C) 250V 40A model, for recording IV-

characteristics Duration of single measurement: 20ms up to 2 seconds, avoiding the 

influence of capacitive properties of the module under test 

 

http://thesaurasize.com/component
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Calibrated reference m-Si solar cell used for measuring irradiance and a Pt1000 

temperature sensor is glued to the backside of the center cell. The Pt1000 sensor gives 

directly the cell temperature. Support structure for mounting the PV modules. Monitoring 

PC The synoptic of the test bench is shown in the Figure 1. 

 

 
Figure 1. Synoptic of the test bench 

 

Table 1. Standard conditions tested modules Characteristics 

Module SLK72M SHARP175 ASE95 SLK60P BP3160 US64 ST40 

Techn. mc-Si mc-Si mc-Si pc-Si pc-Si a-Si  TJ TF (CIS) 

ISC (A) 5.48 5.4 3.2 7.38 4.8 5.1 2.68 

VOC (V) 44.4 44.4 42.3 36.9 44.2 21.3 23.3 

Im (A) 4.85 4.95 2.8 6.7 4.55 4.1 2.41 

Vm (V) 36.8 35.4 34.1 30 35.1 15.6 16.6 

P (W) 180 175 95 200 160 64 40 

 

4 Modeling 

 

The used models for estimating the I-V characteristics of the PV modulesare described 

in below. 

 

4.1 Five Parameters Model 

 

Many models have been employed for estimating the PV module I-V characteristics, 

among them we find the five parameters models seems to be the best one [5,6,12] The 

photovoltaic generator may be closely represented by the five parameters model based 

on one diode equivalent circuit of a solar cell; it consists on a diode, a current source (IL), 

a series resistance (Rs) , and a parallel resistance (Rsh).The current source generates 

photocurrent (IL) which is a function of incident solar irradiation and cell temperature.  

 

The diode represents p–n junction of the solar cell. At real solar cells, the voltage loss on 

the way to the external contacts is observed, and it is expressed by a series resistance 
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(Rs). Furthermore, a shunt resistance (Rsh) describes leakage currents. Using Kirchhoff’s 

first law, the equation for the extended I–V curve is derived as shown by Equation. 1. 
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Where I is the output current of the PV cell or module, V is the terminal voltage, q is the 

electric charge (1.6 10 -19 C), K is the Boltzmann constant (1.38 10−23 J/K), and T is 

the cell temperature (K), m is the ideality factor, IL the photo-generated current under 

insulation, Rsh: shunt resistance; Rs: series resistance and I0 is the diode saturation 

current. The five equivalent circuit parameters can be determined using the available 

operating points on the I-V curve by analytical equations as mentioned in [5]  

 

4.2 Analytical parametermodels 

 

To be able to obtain the changing of the parameters over the whole range of operating 

conditions, analytical parametermodelshas been used as described in Eqs. (2-1).  

 

The light-generated current of the PV cell depends linearly on the solar irradiance and is 

also affected by the module temperature.[13,14]. 
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performed the following expression [8]: 
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The saturation current on PV module calculated as follow[7, 17, 18]  
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Villalva confirmed  that the PV model can be improved using the following  saturation 

current equation:[9] 
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Series resistance has been determined by:[5,18] 
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and :[15,17] 

 

    TrefTRTR srefs  *exp*       (9) 

 

[3,7, 18] have introduced the given equation for shunt resistance estimation as function 

of irradiance: 
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    TrefTRTR shrefsh  *exp*       (11) 

 

Based on experimental results, ideality factor (m) presents quite variations with 

irradiance and temperature. However, there is no mathematical formula describing m as 

a function of irradiance and/or temperature hence, many authors adopt it constant. [12,19, 

20] 

 

4.3 Firefly model 

 

This model has been used to extract the five parameters model is as described below  
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4.3.1 Firefly algorithm 

 

Firefly Algorithm (FA) is a metaheuristic algorithm for global optimization, proposed by 

Xin-She Yang in late 2007/early 2008 at Cambridge University [21, 22]. The Firefly 

Algorithm was inspired by the flashing of fireflies in nature. There are over 2000 species 

of fireflies, most of which produce a bioluminescence from their abdomen [23]. Each 

species of firefly produces its own pattern of flashes, and although the complete function 

of these flashes is not known, the main purpose for their flashing is to attract a mate. For 

several species, the male is attracted to a sedentary female. In other species, the female 

can copy the signal of a different species, so that the males of that species are lured in. 

The female then preys on these males. The flashing can also be used to send information 

between fireflies. The idea of this attractiveness and information passing is what leads to 

the inspiration for the FA. The FA idealizes several aspects of firefly in nature. First, real 

fireflies flash in discrete patterns, whereas the modeled fireflies will be treated as always 

glowing. Then, three rules can be made to govern the algorithm, and create a modeled 

firefly’s behavior [20].  

 

1- All fireflies are unisexual that is one firefly will be attracted by all others. 

 

2- The attractiveness is proportional to the brightness, and they both decrease as their 

distance increases. Thus for any two flashing fireflies, the less brighter one will move 

towards the brighter one. If there is no brighter one than a particular firefly, it will move 

randomly. 

 

3- The brightness/attractiveness is governed by its objective function that requires to be 

optimized. Hence, the brightness is proportional to the objective function. 

 

The light intensity varies monotonically and exponentially with distance hence, 

 

 rIrI  exp)( 0

     

  (12) 

 

Where I(r) is the light intensity; r is distance between two flies; I0 is the initial or original 

light intensity; ϒ is light absorption coefficient.  

 

As a firefly’s attractiveness is proportional to the light intensity seen by adjacent fireflies, 

we can now define the variation of attractiveness β with the distance r by: 

 

 2

0 exp)( rr          (13) 

 

Where, β0 is the initial attractiveness at r = 0. 

 

The distance between any two fireflies i and j at xi and xj respectively, is given by the 

Cartesian equation, 
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Where xi,k is the kth component of the spatial coordinate xi of ith firefly. 

 

The movement of a firefly i is attracted to another, more attractive (brighter) firefly j as 

determined by: 
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Where the second term is due to the attraction. The third term is randomization with αt 

being the randomization parameter (is a parameter controlling the step size), and 𝜖𝑖
𝑡 is a 

vector of random numbers drawn from a Gaussian or other distribution at time t. 

 

Based on these three rules described above, the basic steps of the firefly algorithm (FA) 

has been applied to extract the five parameters model. 

 

4.3.2 Firefly five parameters model extraction  

 

In the proposed algorithm, the number of PV panels, are considered as the control 

variables. Firefly-inspired metaheuristic algorithm is applied for the problem of the five 

parameters model extraction.  

 

4.4 Statistical performance 

 

The accuracy of the estimated models is judged by the statistical indicators, such as the 

determination coefficient (R2), mean bias error (MBE), the mean absolute error (MAE), 

root mean square error (RMSE) and statistical test (t-stat). The root mean square error 

provides information about the performance of correlations, which allows comparison of 

the real differences between the estimated values and the measured ones, a low RMSE is 

desirable. The determination coefficient reflects the quality of the model; more R2 close 

to one, more model quality is better. The expression of each statistical indicator is given 

by Equation 16 and equation 17. 
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With: ci and mi are the ith calculated and measured parameters respectively, ca and ma 

are the average of the calculated and measured parameters respectively and n number of 

experimental points. 

 

5 Results and Discussion 

 

As mentioned above, the five parameters model has been used for estimating the PV 

module I-V characteristics.  

 

Figs 6-9 give the shape of the IV characteristics measured (in errors bars) and calculated 

with the five parameters model (in solid line) for different levels of irradiance and 

temperature and four technologies. 

 

(polycrystalline silicon, monocrystalline silicon, thin film CIS and amorphous silicon) . 

It can be seen clearly that the five parameters model adjust with a significant accuracy 

with the entire experimental curve for different levels of irradiance and temperature. 

These observations are also consistent with [8,,17,] Upon the obtained results, a database 

involving the PV module parameters has been constructed, for different solar irradiance 

and temperature levels. The mentioned database is then exploited to determine the 

appropriate model parameters under outdoor conditions. 

 

 
Figure 7. Errors bars and simulated I-V curves for different irradiances and 

temperatures for: ASE95 

0 5 10 15 20 25 30 35 40
0

0.5

1

1.5

2

2.5

3

3.5
ASE95 ( mono-crystalline silicon ) 

Voltage (V)

C
u

rr
e

n
t 

(A
)

Measured values

Calculated values

E=600W/m²  T=47.1°C

E=700W/m²  T=51.2 °C

E=800W/m²  T=53.6 °C

E=900W/m²  T=54.8°C



510 10TH INTERNATIONAL CONFERENCE ON SUSTAINABLE ENERGY AND ENVIRONMENTAL 

PROTECTION (JUNE 27TH – 30TH, 2017, BLED, SLOVENIA), RENEWABLE ENERGY SOURCES 

I. Hadj Mahammed, A. Hadj Arab, S. berrah, Y. Bakelli, M. Khennane Benbitour, S. 

Hamid Oudjana, A. Fezzani & L. Zaghba: Comparison Study to Select an Optimum 

Photovoltaic PV Module Model Under Experimental Performances 

 

 
Figure 8. Errors bars and simulated I-V curves for different irradiances and 

temperatures for: SLK60P 

 

 
Figure 9. Errors bars and simulated I-V curves for different irradiances and 

temperatures for: US64 

 

 
Figure 10. Errors bars and simulated I-V curves for different irradiances and 

temperatures for: ST40 
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For an objective evaluation of the correlation existing between experimental data and the 

simulation results obtained via analytical and FA models, for all five parameters model, 

the accuracy of the proposed methods was evaluated through the calculation of four 

different statistical indicators described in the section 4.4. 

 

The findings regarding the photogenerated current (IL) illustrate a good correlation 

between observed and calculated values for the three used Equations (2-4). However, the 

third Equation 4 provides the best precisions according employed statistical criteria for 

most of the tested modules. 

 

Regarding the diode saturation current (I0) calculated by Equation.5 and Equation.7, the 

statistical parameters show more significant estimation for Equation.7. Whereas, the 

mentioned outcomes is achieved when m is considered variable. 

 

Rs: the first tested Equation 8 gives better result for all statistical criterions against the 

second equation. 

 

The Rsh values obtained by Equation.10 and Equation.11, respectively, illustrate that the 

first Equation 10 present moderate precisions. However, despite these little accuracies, 

the both equations give generally weak estimation of Rsh, proved by their low 

correlations coefficient (R²). 

 

• The results obtained by the FA show better accuracy compared to those 

analytical model and those obtained by empirical model, as reported in Table 

3 

• The RMSE makes a comparison test between the estimated and measured 

values. It has been averred that the FA structure provide good fit. 

• In addition, the comparison between models upon R2 gives a perfect 

determination coefficient close to one, mainly in the case of IL parameters for 

both methods (FA) and empirical model). The comparison between the 

obtained findings shows that the improvements of correlation of model 

parameters are then observed in term of I0 and Rsh for all tested modules, and 

less significant amelioration for IL parameter. 

• The RMSE makes a comparison test between the estimated and measured 

values. It has been averred that the FA structure provide good fit. 

 

6 Conclusion 

 

The contribution proposed in this study provides a practical model that predicts the PV 

module characteristics, in precise and convenient manner. The adopted methodology 

consists of using two approaches: FA and analytical models that have been applied 

through five parameters PV module model. In addition, a comparative study between 

experimental and simulated data has been carried out. The required parameters of current-

voltage (I-V) curve such as the light-generated current, diode reverse saturation current, 
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serial resistors and shunt resistors were computed according to the outdoor conditions. 

The statistical test has indicated the high ability of FA model to estimate the variation of 

the PV module parameters according to the irradiance and temperature. As another future 

work, a comparative study with the other metaheuristic algorithm can be carried out. 

 

Table 2 Analytical models performance of tested PV modules 

 
 

Table 3 firefly performance of tested PV modules 
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Abstract This paper deals with multi-criteria evaluation of the technical and 

economical part of the investment in construction of solar power plant and small 

hydro power plant. The objective of this article is to show advantages and 

disadvantages of each technology in terms of technical and economical part of the 

placement in an area. The input parameters of the technical part, when considering 

solar power plants, are: intensity of solar radiation, the slope and efficiency of solar 

modules, while the output parameters of the technical part are power and produced 

electrical energy. The input parameters of the technical part, when considering 

small hydroelectric power plants, are: head, flow, the type of turbine and efficiency 

of a generator, while the output parameters of the technical part are power and 

produced electrical energy. When considering the economic part the eligibility of 

the construction of solar power plants and small hydroelectric power plants is 

verified based on technical data. On the basis of the investment and operating costs 

an analysis of the viability of investment at different purchase prices of electricity 

is implemented, with the help of dynamic indicators. This paper presents a new 

approach to multi-criteria single aim valuation giving the estimation of suitability 

for the construction of solar power plants and small hydroelectric power plants as a 

result. Single aim multi-criteria evaluation gives us the basis for deciding which 

technology is appropriate for placement in an area. 
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1 Introduction 

 

The share of distributed electricity produced from renewable energy sources (RES) has 

been increasing recently [1-2]. This is mainly a consequence of the support schemes to 

production units up to 125 MW of electricity from RES and combined heat and power 

(CHP). Slovenia also strives to commitments in the context of the adoption of the climate 

and energy legislative package (decision 406/2009/EC) [3], however it is necessary in 

Slovenia to take advantages of those energy sources that are available to us. Energy can 

be harnessed on many rooftops for construction of solar power plants (SPP) [4-5] and on 

many small rivers for construction of small hydro power plants (SHPP) [6-7], which are 

based on proven, mature technology [8].  

 

This paper presents the process of degerming the eligibility of investments in SPP [9] and 

SHPP [10] and by changes in the support mechanism for renewable energy production. 

The support mechanisms for RES changes exist, not only in other European countries and 

in the world, but in Slovenia as well. In Slovenia, the energy agency is responsible for 

changes in support mechanism of RES, which is with article 373 of the Energy act obliged 

to annually publish a public invitation to investors to submit the proposal for RES and 

CHP generating plants, to enter the support scheme. Investors in the notified projects for 

generating plants RES and CHP offer price of electricity in €/MWh of production unit, 

within which electrical energy will be successfully produced. Based on technical data we 

conducted multi-criteria evaluation of technical and economic analysis of the viability of 

investment in the construction of SPP and SHPP at different prices to purchase electricity 

[11-14]. We used the dynamic indicators for calculation of the economic viability of 

constructing SPP and SHPP. The results of the economic analysis indicate that 

investments in SPP [15] and SHPP [16-17] make sense, but the eligibility of investments 

significantly affects the price of the support provided purchase of electricity. We found 

that the price of electricity is proportional to the indicators of eligibility of the investment, 

which means the higher the price of electricity, the more positive the indicators are. In 

the case of the reference price of electricity in Slovenia for 2017, 41.94 €/kWh, the 

construction is not paid off, while investment in SHPP is returned in 9.3 years. Investors 

are advised to decide for investment only if the price of provided purchase is achieved at 

which the payback period is shorter than 10 years. Thus, the provided purchase price for 

the SPP is 146.79 €/kWh, while for SHPP is 33.55 €/kWh.  

 

The goal of this paper is to present a multi-criteria evaluation of the advisability of 

construction the SPP on the roof of the building and SHPP on a small river with a known 

flow rate. This paper is composed of technical (second section) and economical part (third 

section). The fourth section is about multi-criteria evaluation of investments in SPP and 

SHPP.  
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2 Tehnical Part of the Investment  

 

This section presents the technical part of the investment, which ultimately gives the 

amount of electricity produced by SPP and SHPP. 

 

2.1 Tehnical part of the investment in solar power plants 

 

In the technical part of the SPP calculation the emphasis is on the intensity of solar 

radiation on horizontal surface, the inclination angle, efficiency of solar module and 

efficiency of inverters, calculated estimated production of electricity.  

 

The intensity of solar radiation on horizontal surface is shown in Fig. 1. 

 

 
Figure 1. Intensity of solar radiation on horizontal surface. 

 

Based on the known methods for the calculation of the intensity of solar radiation on any 

oriented surface [18-22], we determined the most suitable inclination and azimuth angles 

for Slovenia. The highest intensity of solar radiation is received when the surface is facing 

188° SW with an inclination angle of 48°. The production of electricity of SPP can now 

be calculated with the help of the efficiencies of solar modules and inverters. In doing so, 

we have chosen the installed power of the SPP PSE = 300 kW. 
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Figure 2. Solar power plant efficiency as a function of intensity of solar radiation and 

temperature. 

 

Depending on the intensity of solar radiation and selected installed power PSE = 300kW, 

we can calculate the expected annual production of electricity, which is in this case 

364 MWh. 

 

2.2 Tehnical part of the investment in small hydro power plants 

 

In the technical part, all the major constituent elements of SHPP are calculated on basis 

of specified gross head and water flow: calculation of the pipeline diameter, construction 

components of coverage, selection of appropriate elements and calculation of SHPP 

connection to the grid. Based on these results, the production of electricity in SHPP is 

estimated. 

 

The gross head (Hb) differential elevation of intended coverage (Altcoverage) provided to 

the engine (Altengine). With the help of the altimeter the altitude of intended coverage and 

provided engine was measured, Altcoverage = 903 m and Altengine = 840 m, which means that 

the gross head Hb = 63 m.  

 

The river is torrential type, but nevertheless it is suitable for energy use, as it has constant 

flow in dry periods. Characteristic hydrological data of the water flow profile are: mean 

annual flow: 0.70 m3/s, minimal flow rate: 0.20 m3/s and maximum flow rate: 0.75 m3/s 

(100 annual water). Information on flow rates are determined based on the rainfall areas, 

average annual rainfall, discharge coefficient, or on the basis of measurements and 

observations made in the previous period. The water flow is determined on the basis of 
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assigned concession. In this paper, it was assumed that the water flow through the SHPP 

must not exceed 0.60 m3/s. It is also obligation of concessionaire to pay concession each 

year, which is proportional to the availability of water and electrical price on the market. 

 

Coverage and engine will be connected with the pressure line. The measured length of 

the planed pipeline between the intended coverage and the engine is 750 meters. 

Depending on the calculated input data the cost-effective pipeline diameter (D) is 

D = 0.65 m. In the given economical pipeline diameter, the net head (Hn) is Hn = 57.87 m. 

The net head is calculated by subtracting the gross head losses in the pipeline, the loss of 

the fall of the flow and return lines. The inlet has no losses, however, we must consider 

the loss of 1 meter drop in the outlet, since the engine room must be placed slightly above 

the channel because of the extremely high water. Thus, the proportion of the net head is 

the percentage of the gross head H(%) = 91.86 %.  

 

In the given economical pipeline, the net head is Hn = 4774 m. Based on the calculations 

Fig. 3 shows the percentage of the net head in the percentage of the gross head at different 

pipe diameters, which diameter of the pipeline is reduced from 0.40 m in the step of 

0.02 m up to the diameter of 1.00 m. Further reduction does not make sense because the 

losses in small pipe diameters are too big. 

 

 
Figure 3. The share of net head in the comparison of the gross head in different pipe 

diameters. 

 

Rated output power depends on the choice of the diameter of the pipeline. So we 

calculated the power at the generator terminals in case of selecting the pipeline from 

0.40 m to 1.00 m. The power at the generator terminals P [kW] is the product of the 

nominal water flow, the net head, gravitational acceleration, the density of water, the 

efficiency of the turbine and the efficiency of generator and as shown in Fig. 4. 
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Figure 4. Power on generator terminals for different pipe diameters. 

 

Due to economical pipeline diameter (0.65 m) and power at the generator terminals 

(300 kW) we can calculate the expected annual production of electricity which is in our 

case 1342 MWh.  

 

3 Economic Part of the Investment 

 

Based on data calculated in the technical part of the investment (second section), 

economic viability analysis of investment for SPP and SHPP is conducted. The economic 

viability of the investment is determined by both static and dynamic indicators. The 

economic calculation was for both cases (SPP and SHPP) assumed with input data such 

as project financing mode (share of own founds and bank load), interest rate, period of 

credit repayment, inflation rate, discount rate, lifetime of the project. The provided 

electricity production was calculated in section 2.1 and 2.2. The investment stake is 

evaluated in the followings. The calculation of economic indicators, which is based on 

different prices of electricity, is made. We also observed what happens if the provided 

investment stake increases or decreases.  

 

22. 9. 2014, Borzen (electricity market) provided subsidies in the form of guaranteed 

purchase or operational support in order to increase the share of renewable energy sources 

in the new operational units. For SPP and SHPP was possible to obtain support for 15 

years from the beginning of the operation, after this period the produced electricity was 

sold at market price. Provided purchase price for the SPP up to 1 MW amounted to 

89.75 €/MWh and 92.61 €/MWh for SHPP up to 1 MW in the period of 15 years.  

 

With the new energy law, the granting support is carried out through a public tender, 

which will be published by the energy agency. In the system of granting support will be 
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selected projects that will determine the level of support by themselves but the support 

scheme will include only those who will offer the lowest price. The economic analysis 

also notes which purchase price of electricity is acceptable to the investor to decide for 

the realization of the project. 

 

For the analysis, we assumed the following input data: installed power (SPP and SHPP) 

is 300 kW, the inflation rate is 2 %, the discount rate is 5 %, the ratio of the funding is 

80 % the loan and 20 % are  own resources, the interest rate is 2.8 %, the return period of 

the loan is 10 years and the lifetime of the project is 25 years. 

 

We considered that in Slovenia the reference price of electricity in 2017 amounted to 

41.94 €/MWh.  

 

Estimated investment stake in SPP amounts 357.429,00 €. Depending on the rated power 

of the SPP, the estimated contribution amounts to 1,191.43 €/kW. Estimated investment 

stake in SHPP amounts 540,000.00 €. Depending on the rated power of the SHPP, the 

estimated contribution amounts to 1,800.00 €/kW. 

 

Net present value (NPV) decided whether the implementation of the investment is 

worthwhile. It is calculated in a way that all returns and capital inputs are discounted to 

the start of the term (1). 

 

IV
r
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NPV

t t
i

t 



)1(

       (1) 

 

Where NPV is net present value (€), Dt income in the period t (€) and ri discount rate (%). 

If the NPV is positive, the investment is acceptable, otherwise the investment is rejected. 

 

Internal rate of return is a method by which we observe the maximum discount rate at 

which the investment is reasonable to be accepted. Internal rate of return (IRR) is 

calculated by iteration, wherein the calculation is repeated as long as the net present value 

is zero. IRR is calculated as (2): 
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If the IRR is higher than the discount rate, which was assumed in the calculation of NPV, 

then the investment is acceptable, otherwise rejected. If we have more investments 

available, we decide for one that has the highest internal rate of return. 
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4 Results 

 

The results show the viability of investments in SPP and SHPP by which we change the 

reference price of electricity and capital stake.  

 

Fig. 5 and 6 show a dynamic indicator of NPV as a function of electricity price and 

investment stake. Observing NPV at different electricity prices (starting price is 

41.94 €/MWh and is gradually increased up to 4.5 times of the reference price) and 

various investment stake. The initial stake (SPP is 357,429.00€ and SHPP is 540,000.00€) 

was increased by 40 % and reduced by 20 %. In the implementation phase of the project 

unplanned costs may occur.  

 

 
Figure 5. NPV as a function of electricity price and investment stake for solar power 

plant. 
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Figure 6. NPV as a function of electricity price and investment stake for small hydro 

power plant. 

 

Fig. 5 and 6 show that the lower the price of electricity and the higher the investment 

stake, the lower is the value of NPV which is in some cases even negative. In the area of 

the graph with dark blue colours, the investment is not economically justified. The results 

are much better with high electricity prices and lower investment stakes. 

 

Fig. 7 and 8 show a dynamic indicator of IRR as a function of electricity price and 

investment stake. Same as in Fig. 5 and 6 the base prices are increased up to 4.5 times of 

the reference price, also the starting input is increased by 40% and decreased by 20%. 

 

 
Figure 7. IRR as a function of electricity price and investment stake for solar power 

plant. 
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Figure 8. IRR as a function of electricity price and investment stake for small hydro 

power plant. 

 

The lower the prices of electricity and the higher the investment stake, the lower is the 

value of IRR. In the area of the graph with dark blue colours, the investment is not 

economically justified because the IRR is lower than 5%. The indicator of IRR reaches 

quite high levels in areas of high electricity prices and in low investment stake. 

 

5 Conclusion 

 

This paper deals with multi-criteria evaluation of advisability for constructing SPP and 

SHPP. In the economic part, we found out that the investment is reasonable, but the 

purchase price of electricity strongly influences on eligibility. As expected, we found out 

that the higher the purchase prices, more positive the indicators of eligibility of the 

investment. It turns out that the eligibility in the investment for SPP is 3.5 times of the 

reference price, while for SHPP it is 0.8 times of the reference price. In this case, the 

payback period for SPP is 9.2 years and for SHPP 12.7 years. Based on multi-criteria 

evaluation, it was concluded that the project must be implemented with the minimum 

investment stake for justified investment, during the construction phase. It turns out that 

the investment in SPP is much cheaper (almost half) compared to the investment in SHPP 

but the purchase price of electricity for SPP is 3-4 times higher than the purchase price 

of electricity for SHPP. 
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Abstract Geothermal heat pumps (GCHP) use the soil (closed loop system) 

or the ground water of a well (open loop systems) as heat exchanger. The 

coefficient of performance (COP) and the energy efficiency ration (EER) 

indicate the heat pump efficiency and they are greater when the difference 

between of fluid outlet temperature and the ground temperature is smaller. 

In this paper, an innovative low enthalpy geothermal system was studied. 

This system uses a simple heat pump and an underground tank, filled with 

water or a mixture of water and glycol, as geothermal well. An 

experimental prototype was built in laboratory and analysed with the finite 

element method FEM. 

 

In the first phase of research it was validated the FEM model. In the second 

phase different analysis were performed. 
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1 Introduction 

 

To find an alternative source of fossil fuels is no longer a choice, but an obligation. The 

European Union Energy Efficiency Action Plan (EC, 2006)  set a target of reducing 

global primary energy use by 20% by the year 2020 and reversing the trend under current 

energy and transport policies for CO2 emissions to increase by about 5% by 2030 

(EC,2007) [1,2]. This, together with the increasing of costs of non-renewable (fossil) 

energy resources, has stimulated efforts by public administrations and private 

stakeholders to investigate new technologies by means of research activities and 

industrial applications.  

 

Allen A. et al. stated that the rapid development of renewable sources of energy, over the 

last decade, are caused by the continued uncertainty in Europe over the stability of oil 

and gas. [3]  

 

The exploitation of geothermal energy is becoming increasingly widespread, as a form 

of renewable, clean, economically viable energy, and with a just energy policy, could 

make an important contribution to renewable energy. Respect of the various sustainable 

energy sources, geothermal energy is one of the easiest to exploit and can be readily 

developed due to the relatively simple technology involved. Low-enthalpy geothermal 

resources are much more widespread geographically, but have fewer applications, and 

generally are not suitable for conversion to electricity. [3] 

 

However, there are factors to not underestimate, the installation and operation of 

geothermal systems for heating or cooling buildings can cause alterations to the 

surrounding environment and the aquifers.  

 

The successful implementation of very low-enthalpy geothermal plants for heating and 

cooling buildings in several European countries has highlighted one such technology. 

 

There are two basic ground source heat pump systems: an earth-coupled (closed-loop) 

type and a groundwater (open-loop) type (Rafferty, 2000). [4] 

 

In the first type heat exchangers are located underground either horizontally (ground 

source heat pump, GSHP), vertically (downhole heat exchanger, DHE) or obliquely, and 

a heat-carrying medium is circulated within the exchanger, transferring the heat from or 

to the ground via a heat pump.  

 

The operating principle of a GSHP is extremely simple. The subsoil below the surface of 

the homothermal (15-20m) no longer suffers the influence of daily, seasonal and 

climatological variations. The temperature at these depths, less than small oscillations 

(tenths of degree), remains constant over time.  
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Figure 1. Trend of montly temperature variation with depth  

 

The GSHP configuration is usually the most cost-effective when adequate yard space is 

available and trenches are easy to dig, especially while a building is under construction.  

 

DHEs are used when there is a need to install sufficient heat exchange capacity under a 

confined surface area, such as when the soil is rocky close to the surface. [5] 

 

Studies on Open-loop groundwater heat pumps (GWHP) shown whom these systems 

typically withdraw groundwater to provide heat (PDEP, 1996) [6]. In the winter, in fact, 

the GWHP extracts heat from the water to provide space heating. With reversible heat 

pumps, the heat-transfer process can be reversed in th summer and the groundwater 

absorbs heat from the living or working space and cools the air (DOE, 1999) [7] . GWHPs 

are suited to regions with extended shallow aquifers, from which it is relatively easy and 

not very expensive to extract groundwater (Drijver and Willemsen, 2001) [8]. 

 

The open-loop system can be of three types: 

 

• Direct open-loop heat pumps. 

• Standing column systems (SCW) 

• Indirect open-loop 

 

In the first case, water is passed directly through the heat exchangers of the heat pump, 

are largely used for residential and very small commercial applications (Rafferty, 2001) 

[9].  
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This system can be used only in low-salinity groundwaters, because the direct use of 

high-salinity waters can cause scaling, i.e. the deposition of mineral scales in pipes, 

valves and/or heat exchangers (PDEP, 1996) [6]. The second system, SCW, are used in 

locations where groundwater wells do not produce sufficient water for a conventional 

open-loop system and where water quality is good. In SCW systems, groundwater is re-

circulated from one end of the column well (static water level) to the heat pump, and back 

to the other end (bottom) of the deep bore.  SCW systems can be thought of as a cross 

between closed-loop earth-coupled systems and open-loop groundwater source systems. 

 

In the third case it is involved a heat exchanger between the building loop and the 

groundwater, which eliminates exposure of any building components to groundwater 

(Rafferty, 2001) [9].  

 

However, the lack of national or regional legal frameworks made the application of these 

systems difficult for administrative point of view. It is necessary to take several actions 

by the regional environmental authority in order to know the environmental effects due 

to GWHP installation and operation. One of this effect which has to be taken into account, 

is the characterization of the aquifers in the region, determination of their potential, and 

the evaluation of what improvement of the building stock might be feasible on the 

regional scale, the aim being to estimate what reduction of fossil fuel use might be 

achieved by the installation of DHE and GWHP systems. Often in open loop system, 

water cannot return into the aquifer because some undue environmental effects. In the 

case of an aquifer with a high values of transmissivity and saturated and characterized by 

thickness which can ensure good heat dispersion in a restricted area around the injection 

wells, thermal interference between wells will be limited and the environmental effects 

on the aquifer are absent. 

 

2 Methodology 

 

The study was performed into two phases an experimental phase and a Numerical 

computing phase.  

 

To create an innovative low enthalpy geothermal system to cooling the buildings was the 

primary object of this study and then we analysed the system to heating.  

 

Primarily we analysed different low enthalpy geothermal system used today. 

 

Like told, the low enthalpy geothermal system to heating and cooling are two and which 

most efficiency is the open circuit system. 

 

For this reason, the first object of this research was to create a system that uses the 

geothermal open circuit principle to cooling the buildings. 
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We started the research analysed the solution to cooling the buildings because today the 

low enthalpy geothermal systems have a few problems when they are used to cooling.  

 

In fact, these systems have a low efficiency when produce cool due to the earth heating 

around the geothermal loop; this problem reduces the energy efficiency ration (EER) 

because the temperature difference between the ground loop and heat pump evaporator 

is higher. 

 

This problem could be result by using or a material with a higher thermal capacity than 

the earth or by increasing the thermal heat exchanger between the probe and the earth. 

 

To solve these problem a prototype of geothermal heat pump was created in laboratory 

by using a small cylindrical water tank filled of water. To heating the tank a natural gas 

boiler was used. The water tank has a volume of 20 litres while the boiler has the 

following features: a max thermal power of 24,1 kW, a min thermal power of 3,1 kW and 

a thermal efficiency of 0,975. 

 

The boiler and the tank were connected with inlet and outlet pipe of diameter 1,905 cm. 

 

A data logger with a different probe were used to analyse the prototype. In particular, six 

thermocouples, a psychrometric probe, a mean radiant temperature probe and an 

anemometer probe were used. In addition, the energy inlet into the tank was measured. 

 

Two different measurement campaign were performed and then the measurements were 

analysed. 

 

After this phase, a finite element model was created by Comsol multiphysic software. 

 

Then the model was setting and validating by the relation between the measurement 

simulated and measured.  

 

In the and different analysis were performed. In particular, we analysed the relation 

between 1 MW of the energy inlet and the volume on the water into the tank, the different 

shape of the tank and the different boundary condition. 

 

3 Experimental Phase 

 

A prototype of small low enthalpy geothermal system with open loop was created in 

laboratory at University of Basilicata in Matera.  

 

To create this system, we used a small iron tank connect to boiler by inlet and outlet pipes. 

The tank has a cylindrical shape and a volume of 20 litres. The Boiler has a max thermal 

power of 24,1 kW, a min thermal power of 3,1 kW and a thermal efficiency of 0,975. The 

pipe diameter was 1,905 cm. 
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The figure 2 show the experimental prototype. 

 

 
Figure 1. Experimental prototype 

 

This system was filled with water and we had used a hydraulic pump to set a flow rate of 

3.5 m3/h and a flow velocity of 2 m/s. 

 

A data logger and thermal probes were used to monitor the system. We used six 

thermocouples, a flow rate probe, two psychometric probes and an air speed probe. We 

had also measured the inlet energy to heating the water into the tank by a thermal energy 

indicator.  

 

The thermocouples were used to evaluate the water temperature into the tank and on the 

tank boundary. Two to four thermocouples were used to measure the water temperature 

into the tank. 

 

The air temperature and the air speed neat the tank were measured by the psychometric 

and air speed probes.  

 

The air temperature and the air speed measurement near the tank is important to obtain 

the convective heat transfer between the boundary of the water tank and the near air. 

 

The initial conditions were the equal temperature of the air and the water into the tank 

with a value of 21,54°C and an air speed value of 1 m/s. 

 

The experiment was performed into two different step. In first step, the water of the tank 

was heating until 74 °C; this value was obtained after 30 minutes. 
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In this phase we measured the air and water temperature trend and the inlet energy to 

heating the water. The graph following show these temperature trend. 

 

An inlet energy quantity of 1,7 kWh was utilised to reach the temperature value of 74 °C 

and a time of 30 minutes. 

 

In the second step, the boiler was tuned off, and the water and air temperature trend were 

measured for other 30 minute.  

 

The tables following describe the inlet and outlet temperature trend during the heating of 

water and after thirty minutes. 

 

Table 1. Temperature values measured during the experimental phase (air temperature 

19°) 

MEASU- 

REMENT TIME 

POINT OF 

MEASURE-

MENT           

WATER 

TEMPERA-

TURE [°C] 

1° 15:45 inlet 21,54 

    outlet 21,54 

2° 15:55 inlet 39,24 

    outlet 35,44 

3° 16:05 inlet 66,14 

    outlet 64,11 

4° 16:15 inlet 72,08 

    outlet 73,96 

5° 16:25 inlet 70,55 

    outlet 72,2 

6° 16:35 inlet 68,67 

    outlet 69,67 

 

4 Numerical phase 

 

In this phase we have created a finite element model by the Comsol Multiphysics 

software. This software uses more physic to analyse the finite element model. We used 

two physical combinations to study the model: the heat transfer in fluid and the Laminar 

flow with the RANS turbulent model. 
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For the tank envelope, the boundary condition used are the conductivity heat transfer and 

the convective heat transfer. A heat conductivity coefficient value of 76,2 W/m*K 

(typical conductivity heat coefficient of iron) was used, while, a conductivity heat 

coefficient was calculated by the calculating the convective coefficient h between the 

surface tank and the air. The h coefficient was estimated by the Nusselt number and the 

values of air speed, air temperature and surface temperature measured in laboratory.  

 

By calculating the Reynolds number we obtained a value less to critical Reynolds 

number, so the fluid flow situation is laminar flow.  

 

After, calculating the Reynolds number the Nusselt number was calculating. 

 

In laboratory we measured three values of surface temperature of tank, of which we 

obtained three value of h coefficient values: h1= 6,14, h2= 6,19 and h3= 6,23. We used 

an average value of 6,19. 

 

We used a heat flux value of 5400 W and a flow rete value of 3,5 m3/h; there values were 

measured in laboratory. 

 

5 Results and Application 

 

In the first phase, by numerical model we realise the model FEM of experimental 

prototype. We have insert the same boundary conditions measured in laboratory and then, 

we calculated the temperature trend of the water into the tank. After, the temperature 

trends simulated and measured were compared. 

 

In the table 2, the inlet and outlet temperature measured and simulated were indicated for 

a period of twenty minutes. The error percentage is low. 
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Table 2. Temperature values measured and simulated  

TIME                        

[s] 

0 10 20 

INLET 

TEMPERATURE 

measured 

21,54 39,24 66,14 

INLET 

TEMPERATURE 

simulated 

21,54 49,6 74,99 

Error 0% 26% 13% 

OUTLET 

TEMPERATURE 

measured  

21,54 50 75 

OUTLET 

TEMPERATURE 

simulated 

21,54 49,09 74,52 

Error 0% -2% -1% 

 

The table show a good estimate of the FEM model. The inlet temperature has a small 

difference between temperature measured and simulated because in the model FEM we 

considered the inlet surface of pipe as an heat source. 
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