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Advances in artificial intelligence have enabled the creation of
highly realistic deepfakes, yet their impact ultimately depends on
how humans perceive and interpret them. This chapter examines
the psychological processes underlying belief in deepfakes,
focusing on perceptual mechanisms, individual differences, and
downstream consequences. Despite widespread confidence in
detection abilities, people generally strugele to distinguish
authentic from manipulated videos, often performing at or near
chance. To move beyond binary detection measures, we introduce
the construct of perceived trustworthiness, defined as the extent
to which a video is experienced as authentic. We describe the
development and wvalidation of the Perceived Deeptake
Trustworthiness Questionnaire (PDTQ), which captures two
dimensions: trustworthiness of content (plausibility and source
credibility) and trustworthiness of presentation (perceived realism
of delivery, including technical quality, voice, and behaviour). This
tool enables systematic examination of perceptual features that
make deepfakes believable across contexts. We further show how
sociodemographic, motivational, and cognitive factors shape
susceptibility, and demonstrate that perceived trustworthiness
predicts attitudes toward climate change and immigration as well
as intentions to share content. Overall, the chapter highlights the

need for psychological, not only technological, interventions.
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1 Introduction

While chapter 1 introduced the technical layers of deepfakes, explaining how
advances in artificial intelligence, machine learning, deep learning, and generative
adversarial networks make it possible to create hyper-realistic synthetic media,
technology is only half of the story. The other half lies in human perception,
specifically in how we see, interpret, and, in the end, decide whether to believe what
is placed before our eyes and ears. No matter how sophisticated a deepfake’s creation
process is, its final impact depends on the processes occurring within the person
encountering it. However, these perceptual and cognitive processes depend on
broader individual characteristics and are particularly complex in the context of
multimodal media, making it difficult to fully grasp why people come to believe
deepfakes.

Specifically, how we judge a video’s authenticity is not shaped solely by the sensory
information it provides, but also by who we are as individuals, our prior knowledge,
wortldviews, cognitive styles, and even habitual media use (Somoray et al., 2025).
Two people can watch the same deepfake and come away with very different
conclusions, depending on factors such as political orientation, trust in institutions,
or media literacy. This highlights the importance of individual differences, which
interact with perceptual processes to shape how a given deepfake is received and

interpreted.

Second, the challenge is compounded by the fact that deepfakes are multimodal,
targeting several channels of human perception simultaneously (Lee & Shin, 2022).
They can look real, sound real, and convey a message we are already predisposed to
accept. This convergence of visual, auditory, and semantic cues can create a powerful
sense of authenticity, making it harder for viewers to engage in critical evaluation.
Even when technical imperfections are present (e.g., slightly unnatural facial
movements, subtle audio mismatches), a coherent and plausible message can
override scepticism, fostering misplaced but compelling trust. Understanding how
these different pathways interact, and how they are related to individual
characteristics, is essential for building a comprehensive account of why people
believe deepfakes and how they can be influenced by them. Crucially, such influence
is not limited to the moment of exposure; perceptions of authenticity can shape
downstream psychological outcomes (Rijo & Waldzus, 2023), including changes in

attitudes toward the depicted topic and intentions to engage with or share the
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content. These behavioural consequences, ranging from private opinion shifts to the
viral spread of misinformation, make the study of deepfake perception a matter of

detection accuracy and of understanding their broader persuasive power.

In the present chapter, we hence focus on the human aspect of deepfakes, with a
particular emphasis on the advancements made within the SOLARIS project (which
are presented in detail in our research articles; Plohl et al., 2024, 2025a, 2025b,
2025c¢). We start by reviewing the key literature on human detection of deepfakes.
Next, we move beyond detection and introduce the concept of perceived
trustworthiness of deepfakes to provide some insight into the perceptual elements
of deepfakes that make people more or less inclined to believe them. We then
accompany these perceptual aspects with broader individual characteristics, which
may contribute to individuals’ susceptibility to deepfakes. Lastly, we finish the
chapter with a brief section on why deepfake detection and perceived
trustworthiness matter. Altogether, the chapter provides a brief but comprehensive
insight into the psychological processes underlying how people perceive and
respond to deepfakes, highlighting both perceptual and individual factors that shape

susceptibility and resistance.
2 Do We Actually Believe Deepfakes?

People generally believe that they can reliably detect deepfakes and overestimate
their performance in deepfake detection tasks (e.g., K&bis et al., 2021; Somoray &
Miller, 2023), which is particularly true for those who actually perform the worst in
such tasks (Plohl et al., 2025c), illustrating a phenomenon called the Dunning-
Kruger effect (Kruger & Dunning, 1999). However, in reality, the existing studies
suggest that we are generally bad at recognizing whether the video is real or
manipulated. For example, K&bis and colleagues (2021) exposed participants to 16
videos lasting about 10 seconds and found the overall accuracy level to be 57.6%,
just slightly above what would be achieved with coin-tossing (50.0%). Similarly,
another recent study (Somoray & Miller, 2023) found the mean categorization
accuracy of 20 videos lasting 10 seconds to be 60.7%, which, again, only slightly
exceeded chance levels. Moreover, our recently conducted study revealed that
detection accuracy varies based on deepfake quality, manipulated by (mis)aligning
the content of the message with the depicted person’s actual stance on the topic and
changing the technical proficiency (e.g., voice quality, lip-syncing). In this study,
43.5-60.4% of individuals correctly identified lower-quality deepfakes (characterized
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by misaligned content and low technical proficiency), whereas higher-quality
deepfakes (characterized by aligned content and high technical proficiency) were
correctly detected only by about a third of participants (30.9-36.6%; Plohl et al.,
2025b).

The findings of individual studies have recently been summarized in a
comprehensive systematic review investigating deepfake detection. Diel and
colleagues (2024) synthesized the evidence on the human ability to detect deepfakes
of different modalities, including audio, image, and video. They found 56 studies
involving more than 86,000 participants that involved some kind of deepfake stimuli
and detection performance measures (which varied between the studies). They
found the total deepfake detection accuracy of 55.5% (audio: 62.1%, images: 53.2%,
video: 57.3%), which is not significantly above the chance level. Similar results
emerged for other metrics beyond analyses of proportions. Hence, the available
evidence suggests that individuals’ decisions regarding video authenticity are close
to decisions one would make by blind guessing, with detection accuracy likely facing

additional challenges once deepfakes become more and more sophisticated.
3 Moving Beyond Detection to Understand Why We Believe Deepfakes

Focusing solely on detection and employing simple dichotomous questions asking
whether a video is real or a deepfake offers an interesting insight into the extent to
which people may believe deepfakes. However, such research cannot convincingly
answer how these judgments are formed, or, in other words, why people believe
deepfakes. To address this gap, we proposed a new construct, “perceived
trustworthiness of deepfakes’, defined as the extent to which individuals perceive
deepfakes as authentic (i.e., not fabricated). From the beginning, perceived
trustworthiness was hypothesized to be multidimensional, consisting of various
aspects that may contribute to deepfakes being perceived as more or less
trustworthy. Due to specific aspects determining these perceptions not being well-
understood and the lack of measures capable of capturing this newly-proposed
construct, we set out to develop a new scale by employing a complex process
combining various methodologies (i.e., qualitative and quantitative research),
stakeholders (i.e., experts and general population), and cultural backgrounds (i.e.,
participants from the United Kingdom, Italy, and Slovenia).
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Specifically, the development and validation of the Perceived Deepfake
Trustworthiness Questionnaire (PDTQ; Plohl et al., 2024) occurred in three phases
to ensure the scale’s validity and conceptual depth. The first phase was dedicated to
the development of the initial pool of items. We reviewed the literature to collect
items from existing relevant scales (e.g., Hameleers et al., 2024; Hwang et al., 2021;
Lee & Shin, 2022) and generate new items based on aspects identified as important
in previous, mostly qualitative, studies, such as blurriness on the eye region,
abnormal mouth movements, and unnatural voice (e.g., Hameleers et al., 2023; Tahir
et al., 2021; Thaw et al., 2021). Furthermore, we conducted face-to-face interviews
with students and an online survey with citizens, journalists, and experts. In both
interviews and the online survey (overall N = 20), participants were asked to watch
multiple videos, some of which were deepfakes, decide whether they trust each of
them, and share all the thoughts that popped into their heads while forming these
decisions. The relevant statements collected qualitatively were transformed into
questionnaire items. Lastly, we generated additional items using the Psychometric
Item Generator (G6tz et al., 2023), a machine-learning solution to developing items
for psychometric scales. Altogether, the first phase resulted in 419 initial items.

After reducing the number of items by only keeping those that were unique and
general enough (i.e., suitable for different deepfake videos), 123 items were reviewed
by 13 experts for content validity. Specifically, the experts were asked to assess the
relevance and clarity through a classic content validity procedure. For each item, we
then calculated the content validity ratio (a measure of relevance) and content
validity index (a measure of clarity), with only items above the acceptable thresholds
being retained further. This procedure resulted in a 31-item version covering key
dimensions such as the content of the video, the behaviour of the person in the
video, the video's source, and its technical features. The items were then translated

into Italian and Slovene using the translation-back translation procedure.

In the last step, we conducted large-scale surveys across English, Italian, and Slovene
samples (IN = 733) to investigate the factorial structure of the questionnaire,
measurement equivalence of the three language versions, internal reliability of the
questionnaire, construct validity, and incremental validity. The results of exploratory
and confirmatory factor analyses supported a two-factor structure of the final 22-
item scale, consisting of perceived trustworthiness of content (i.e., evaluations of the
presented information and its source; 11 items) and perceived trustworthiness of

presentation (i.e., evaluations of how the information is presented, including the
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speaket’s behaviour and the video’s technical sophistication; 11 items). For instance,
a deepfake of a politician delivering factual information aligned with what they
usually advocate for may score high on content trustworthiness but low on
presentation trustworthiness if the lip-syncing is misaligned. In addition, we found
support for configural and metric invariance across the three languages, suggesting
that the factor structure and factor loadings are similar across different versions of

the questionnaire.

The scale demonstrated strong psychometric properties, including high reliability (o
= .83-.92). Moreover, construct and incremental validity analyses confirmed that
PDTQ scores relate meaningfully to some of the established correlates of
misinformation susceptibility (reviewed in section 4) and predict relevant
behavioural outcomes beyond existing measures (reviewed in section 5). Taken
together, these results position the PDTQ as a psychometrically robust, multilingual
instrument for studying perceived trust in deepfakes across diverse contexts. The

final English version of the scale can be seen in Table 1.

Table 1: English version of the Perceived Deepfake Trustworthiness Questionnaire (PDTQ)

SFrongly Disagree So.mewhat Neutral Somewhat A Strongly
disagree e disagree agree agree
1.The presented
information
seemed
convincing.
2.The mouth
movements of the
person in the
video did not
completely match
the sound.

3.The background
in the video

contained 1 2 3 4 5 6 7
irrelevant or out-
of-place objects.
4.The presented
information 1 2 3 4 5 6 7
seemed plausible.
5.1 found the voice
of the person in
the video
unnatural.

6.1 found the voice
of the person in
the video to be 1 2 3 4 5 6 7
different from
their usual voice.
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7.The audio was
low quality.
8.The presented
information was
something that I
already know to
be true.

9.The soutce of
the video is
verified in some
way.

10.The facial
features of the
person in the
video changed
during the video.
11.The person's
gestures in the
video did not
seem natural.
12.The video
quality was
inconsistent.
13.The source of
the video is well-
known.

14.The face of the

person in the
video (or parts of
it) was distorted.
15.The presented
information was

consistent with
my previous
knowledge.
16.The source of
the video seems
credible.

17.The mouth of
the person in the
video was moving
strangely.

18.The presented
information
seemed
questionable.
19.The face of the
person in the
video (or parts of
it) was blurry.
20.The content of
the video is
consistent with
what this source
has published
previously.

Strongly
disagree

Disagree

Somewhat
disagree

Neutral

Somewhat
agree

Agree

Strongly
agree
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Somewhat Neutral Somewhat A Strongly

disagree agree agree

Strongly

. Disagree
disagree g

21.The video was
posted by a 1 2 3 4 5 6 7
reputable source.
22.The presented
information 1 2 3 4 5 6 7
seemed credible.

Instructions: The following questionnaire contains items that aim to capture your perception of the video you just
watched. Please read each item carefully and indicate your agreement using a 7-point scale ranging from »Strongly
disagree« to »Strongly agree«. If you feel that you cannot answer a particular item, please choose »Neutral«.

Scoring key (R denotes that the item needs to be reverse-coded): Trustworthiness of content = (11+14+18+19+
113+115+116+118R+120+121+122)/11. Trustworthiness of presentation = (I2R+I3R+I5R+I6R+I7R+I110R+
I111R+I12R+114R+117R+I119R)/11.

4 Beyond the Video: How Individual Differences Shape Deepfake
Perception

While individuals’ perception of deepfakes is a good starting point, any answers to
why people believe deepfakes are incomplete without taking into account individual
differences. In other words, perceived trustworthiness of deepfakes does not exist
in a vacuum; instead, as demonstrated by the fact that the same videos can be
perceived vastly differently by different individuals, our perception of videos is
heavily influenced by our past experiences (i.e., sociodemographic variables),
worldviews (i.e., motivational variables), and knowledge (i.e., cognitive variables).
These factors have previously been extensively investigated in the broader
misinformation context, whereas research on how they operate in the context of
deepfakes and how they are specifically associated with each of the two dimensions
of perceived deepfake trustworthiness is only beginning to emerge.

Starting with sociodemographic variables, previous literature has revealed that age
and social media use may be important in the context of misinformation (van der
Linden, 2022). In our studies, age was significantly positively associated with
individuals’ judgments regarding the trustworthiness of deepfakes, their content, and
presentation. In other words, older individuals were more inclined to trust
manipulated videos (Plohl et al., 2024). On the other hand, the frequency of using
social media as a source of news was positively associated with the perceived
trustworthiness of content but not the perceived trustworthiness of presentation
(Plohl et al., 2024), meaning that repeated social media use may make individuals
more vulnerable to questionable arguments, but may not be related to their ability

to discern authentic video presentations from the manipulated ones.
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Based on various theories, such as the theory of motivated reasoning, which explains
that decisions are often based on pre-determined goals and desirability rather than
an accurate reflection of the evidence (Kunda, 1990), researchers have identified a
few individual variables that may motivate the person to believe misinformation they
are exposed to. These include political orientation (Chen et al., 2023; van der Linden,
2022), belief in conspiracy theories, and trust in institutions such as media, when the
media at hand is not reliable (Chen et al., 2023). Our study (Plohl et al., 2024)
suggests that the importance of these factors translates to the deepfake context to
some degree, but that there is an additional complexity to judging deepfakes due to
their multimodal nature. Specifically, conservatism was positively associated with the
perceived trustworthiness of deepfake content but was not associated with the
perceived trustworthiness of presentation at all, demonstrating informational bias
but no difference in deepfake recognition skills pertaining to their presentation and

technical aspects.

Additionally, our unpublished results, obtained during the validation study, showed
no association between conspiracy beliefs and the two dimensions measuring the
perceived trustworthiness of deepfakes. As such, the role of conspiracy mentality in
the perception of deepfakes remains relatively unclear. It is likely that this variable is
highly context-specific; in general, it may increase distrust in the presented
information, however, when deepfakes advocate for conspiracy theories, it may
increase perceived trustworthiness. Lastly, in our study, trust in media was
significantly positively associated with the perceived trustworthiness of deepfake
content but not the perceived trustworthiness of deepfake presentation. It hence
seems likely that trust in media represents a double-edged sword,; trust is a necessary
ingredient in communication, facilitating the spread of credible information, but,
when unwarranted, it may make individuals more vulnerable to deception — a

phenomenon known as misplaced trust (O”Brien et al., 2021).

In addition to demographic and motivational variables, previous research has also
explored the role of cognitive abilities and other related variables. The so-called
inattention account posits that being bombarded with information, coupled with
limited time and resources, interferes with individuals’ ability to accurately reflect on
the content (van der Linden, 2022). In line with this, previous research has found
that education, media literacy, reflective thinking (i.e., ability to suppress intuition
and cognitively reflect when making decisions; Frederick, 2005), and so-called

“bullshit receptivity” (i.e., ascribing profundity to randomly generated sentences;
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Pennycook & Rand, 2019) are relatively consistently associated with the processing
of misinformation, even when the content is congruent with individuals’ pre-existing
beliefs (Roozenbecek et al., 2020; van der Linden, 2022). In our study, we found that
education was not significantly associated with the perceived trustworthiness of
deepfake content or presentation. In contrast, we found significant associations
between media literacy, reflectiveness, and “bullshit receptivity” on one side and the
trustworthiness of content on the other side, with “bullshit receptivity” emerging as
a particularly strong contributing factor. However, none of these cognitive variables
were significantly associated with the trustworthiness of the presentation. The only
cognitive variable significantly (albeit weakly) related to the perceived
trustworthiness of presentation, not just content, was specific deepfake knowledge
(Plohl et al., 2024). This suggests that while general cognitive tendencies shape how
individuals evaluate the credibility of content, knowledge specific to deepfakes plays

a uniquely important role in shaping perceptions of their presentation.

Table 2: A summary of factors associated with perceived trustworthiness

Perceived Perceived

Category Potential factor trustworthiness of trustworthiness of
content presentation

STt en i tel Higher age v (1 Risk) v (1 Risk)

variables Higher social media use v (1 Risk) X
Higher political .

L conservatism v (1 Risk) x

Mo‘tlvatlonal Higher belief in

variables : . X X
conspiracy theories
Higher trust in media v (1 Risk) X
Higher education X X
Higher media literacy v (| Risk) X
Higher reflective .

Cognitive thinking v (| Risk) X

variables Higher “bullshit .
receptivity” v (1 Risk) X
Higher deepfake . .
knowledge v (1 Risk) v (I Risl

Soutce: Plohl et al. (2024).

As shown in Table 2, our results suggest that many known correlates of
misinformation susceptibility are also relevant in the context of deepfakes. In line
with this, deepfakes may disproportionally affect older individuals who use social
media to a greater extent, are more consetrvative, trust (media) to a higher degree,
have lower media literacy, are less reflective, and are more receptive to finding

meaning in pseudo-profound information. The use of our scale offers additional
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insights. While more studies are needed, most of these factors are consistently
associated with individuals’ perception of the messages conveyed in deepfakes but
not so much with their perception of deepfakes’ presentation, which includes paying
attention to the person in the video and technical aspects. In fact, only age (risk
factor) and deepfake knowledge (protective factor) were associated with the

perceived trustworthiness of deepfakes’ presentation.

5 When Trust Turns into Influence: The Role of Perceived

Trustworthiness in Shaping Attitudes and Intentions

In the previous sections, we established that people are generally bad at detecting
deepfakes and provided some insight into why this is so (i.e., due to their perceptions
of content and presentation, as well as demographic, motivational, and cognitive
individual differences). As we approach the end of the chapter, it is worth noting
why low detection and, specifically, perceived trustworthiness of deepfakes matter
beyond just providing a better understanding of individuals’ perception of
deepfakes. We will specifically focus on associations with attitudes (ie.,
psychological tendencies expressed by evaluating a particular entity with some
degree of favour or distavour; Eagly & Chaiken, 1993) and behavioural intentions
(i.e., individuals’ intention to perform a given act; Ajzen & Fishbein, 1972) - two

outcomes related to behaviour (Ajzen, 1991).

One of our studies showed that low detection, across various deepfake videos, led
to more favourable affective responses to videos (i.e., higher liking), which, in turn,
led to increased intentions to share the manipulated videos on social media (Plohl et
al., 2025b). Similar associations were found between sharing intentions and
perceived trustworthiness of deepfakes, with these results offering additional insight
into the complex relationship between variables. Specifically, in the original PDTQ
validation study (Plohl et al, 2024), we investigated whether perceived
trustworthiness of content and presentation explain variance in viral behavioural
intentions (i.e., the intentions to like, share, and recommend the video) beyond basic
demographic variables (i.e., age, education, political conservatism, social media use),
individual differences (i.e., “bullshit receptivity”, reflectiveness, trust in media, media
literacy, deepfake knowledge), and a previous scale measuring participants’
petception of the manipulated video (i.e., Message Believability Scale; Hameleers et
al., 2023). We found that the newly developed scale explained a significant part of

the variance (an additional 5.0%) in viral behavioural intentions over and above
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other included variables. In the final model, which was able to explain 36.0% of the
variance, age, “bullshit receptivity”, reflectiveness, trust in media, deepfake
knowledge, message believability, and trustworthiness of content, which was the
strongest predictor, significantly predicted the outcome. Other variables, including
the trustworthiness of the presentation, did not significantly predict viral behavioural
intentions. These results suggest that individuals’ intention to spread the videos may
be particularly driven by the trustworthiness of the content. Nonetheless, the
questionnaire explained a significant additional share of variance, highlichting the

added value of a more comprehensive measurement of deepfake perception.

The importance of these perceptions was further demonstrated in our experimental
study (Plohl et al., 2025a), which examined the potential positive or negative effects
of a single exposure to deepfake or authentic videos on individuals’ attitudes toward
climate change and immigration, two highly polarized, politically sensitive issues
(Doss et al., 2022; Hameleers et al., 2022; Westerlund, 2019). Specifically, the study
explored boundary conditions under which attitude change might occur, with a

focus on video quality, perceived trustworthiness, and political alignment.

A total of 1,124 participants from the United Kingdom, Italy, and Slovenia watched
real videos, high-quality deepfakes, or low-quality deepfakes advocating for or
against climate action and immigration (Figure 1). The quality of videos was
manipulated in terms of the content and presentation. For example, manipulations
of content included changing the supposed source of the video and making the
presented information more or less aligned with the target person’s actual stance on
the topic. In contrast, manipulations of presentation included alterations of mouth
movements, voice, and video quality. All videos lasted approximately one minute
and featured well-known proponents or opponents of climate change and
immigration. Participants provided their demographic data and filled out the PDTQ
(Plohl et al., 2024) directly after watching each of the two videos, whereas the
Scepticism scale (a measure of attitudes towards climate change; Whitmarsh, 2011)
and the Positive and Negative Perception of Immigrants Scale (a measure of
attitudes towards immigration; Panno et al., 2023) were filled out before and after

video exposure.
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Positive videos

Real video

Negative videos

Real video

Positive videos

Realvideo

High-quality deepfake

Negative videos

Real video High-quality deepfake Low-quality deepfake

Figure 1: Stimuli related to climate action (first two rows) and immigration (last two rows)
Source: own.

Contrary to expectations, neither video authenticity/quality nor political otientation
moderated the impact of the videos on attitudes. On the other hand, perceived
trustworthiness of deepfake content consistently predicted attitude change across
both topics, while perceived presentation trustworthiness was associated with
attitude shifts on immigration. Specifically, when individuals watched a video
emphasizing that climate change is real and promoting positive attitudes towards
immigrants and perceived it as highly trustworthy in terms of the content, this
perception had larger positive effects on attitudes (and vice versa for videos
opposing climate change and communicating negative attitudes towards

immigrants). Similarly, when individuals perceived the immigration video as highly
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trustworthy in terms of the presentation, the videos emphasizing positive attitudes
towards immigrants exhibited larger positive effects on attitudes (and vice versa for
videos communicating negative attitudes towards immigrants). These findings
indicate that subjective perceptions of trustworthiness, rather than objective video
features or ideological congruence, are central to understanding how deepfakes
shape public opinion. Interestingly, our results also suggest that the perceived
trustworthiness of a video's content exerts a more consistent and stronger effect
than its presentation. Although visual and technical elements can enhance a video's
sense of realism, it is the plausibility and coherence of the message that seem to play
the more decisive role in shaping attitudes, at least in the political sphere, where
audiences often possess prior knowledge about public figures; messages that align
with these expectations may be perceived as more credible, even when their

presentation is less polished.
6 Concluding Remarks

In conclusion, the evidence reviewed in this chapter paints a comprehensive picture
of why people believe deepfakes and how such beliefs can shape attitudes and
behavioural intentions. We began by highlighting that, despite public confidence in
detection abilities, people are generally poor at distinguishing deepfakes from

authentic videos, often performing only slightly above chance.

We then introduced the concept of perceived trustworthiness as a way to move
beyond binary detection measures and capture the perceptual factors that drive belief
in deepfakes. Our work distinguishes between the trustworthiness of a video’s
content (i.e., how plausible and credible the message appears) and its presentation
(i.e., how authentic the visual, auditory, and behavioural cues seem). This distinction
reveals that, due to their multimodal nature, judgments of deepfake videos go far
beyond evaluations related to the factual accuracy of the content. While both
dimensions matter, trustworthiness of content emerges as more strongly linked to
individual differences such as political orientation, trust in media, and cognitive
reflection, and more predictive of attitudinal outcomes, perhaps because audiences

are not (yet) adept at scrutinizing subtle visual or behavioural inconsistencies.

We further examined how individual characteristics spanning demographic,
motivational, and cognitive factors interact with perceptual processes to shape

susceptibility. Factors such as age, social media use, media literacy, “bullshit
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receptivity”, and deepfake-specific knowledge influence whether viewers are more
or less likely to accept deepfakes as genuine. Importantly, these variables are often
more strongly associated with content-related trustworthiness than presentation-

related trustworthiness.

Finally, we showed that perceptions of trustworthiness do not remain at the level of
passive judgments; they can translate into measurable attitude change and
behavioural intentions such as sharing content on social media. In our studies, the
perceived trustworthiness of content consistently predicted shifts in views on
polarized issues like climate change and immigration, regardless of objective video
quality or political alignment. This highlights the broader persuasive potential of
eepfakes; even imperfect manipulations can influence public opinion when their
deepfak perfect pulati fl public op hen th

message resonates.

Taken together, these findings demonstrate that it is not the objective properties of
a video, but the perceived credibility of its message and presentation, that drive its
psychological impact. If deepfakes are a technological challenge, belief in deepfakes
is a psychological one. Protecting the public will therefore require both technological
detection tools and psychological interventions that address the perceptual,
cognitive, and motivational factors underlying belief. In an era where seeing is no
longer believing, this dual approach is essential for preserving informed decision-

making, public trust, and democratic stability.

Building on this, the construct of perceived trustworthiness, along with the
developed questionnaire, which represent the chapter’s most significant
contributions, may also guide policy and platform responses, explored in more detail
in Chapter 8. Because the PDTQ quantifies how believable a deepfake appears to
ordinary viewers, it can be used as an input for automated moderation pipelines or
risk assessment systems, for example, by assigning each video a “harm score”.
Content that scores high on trustworthiness but is identified as synthetic could be
prioritized for rapid review or remowval, while lower-scoring deepfakes might be
flagged for further verification without immediate action. Similarly, PDTQ items
may be used to develop specific interventions prior to exposure and deliberation
prompts at the point of exposure, helping users critically evaluate manipulative
content before it shapes their beliefs or behaviour. In this way, psychological insights

into why people believe deepfakes can directly inform scalable, evidence-based, and,
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perhaps most importantly, citizen-empowering policy responses, bridging the gap

between individual-level perception and systemic prevention strategies.

End notes

All authors helped conceptualize the chapter and actively contributed to psychological studies carried
out within the SOLARIS project, which are presented in the chapter. Nejc Plohl prepared the original
draft, while UrSka Smrke, Letizia Aquilino, and Izidor Mlakar contributed to reviewing and editing the
chapter. Izidor Mlakar led this part of the project and supervised the writing process.
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