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Poglavje obravnava in kriticno analizira delovanje in uporabo
umetnointeligen¢nih sistemov z vidika ustavnopravnih krsitev.
Posegi v ustavnopravno varovane pravice, ki nastanejo pri
delovanju in uporabi umetnointeligencnih sistemov, se pojavljajo
na dveh ravneh: pri razvoju in u€enju teh sistemov ter pri njihovi
uporabi s strani uporabnika. Avtor se pri tem osredoto¢a na
pravice iz ustvarjalnosti (avtorska pravica), varstvo osebnih
podatkov, enakost pred zakonom (prepoved diskriminacije),
svobodo dela (pravica do dela), svobodo izrazanja, pravico do
osebnega dostojanstva in varnosti ter varstvo pravic zasebnosti in
osebnostnih pravic. V tej zvezi obravnava tudi relevantne pravne
akte EU, kot so Akt o umetni inteligenci, Direktiva (EU)
2019/790 o avtorski in sorodnih pravicah na enotnem digitalnem
trgu in Akt o digitalnih storitvah.
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The chapter examines and critically analyses the operation and use
of artificial intelligence systems from the perspective of
constitutional law violations. Interferences with constitutionally
protected rights arising from the operation and application of
artificial intelligence systems occur on two levels: during their
development and training, as well as in their use by end-users. The
author focuses on intellectual property rights (copyright),
protection of personal data, equality before the law (prohibition
of discrimination), freedom of work (right to work), freedom of
expression, right to personal dignity and safety, and protection of
the rights to privacy and personality rights. In this context, the
author also discusses relevant EU legal acts, such as the Artificial
Intelligence Act, Directive (EU) 2019/790 on Copyright and
Related Rights in the Digital Single Market, and the Digital
Services Act.
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1 Uvod

Umetnointeligenéni sistemi imajo mnogo pozitivnih ucinkov, kot so izboljsan
dostop do informacij, poenostavitev procesov ipd., vendar delovanje in uporaba teh
sistemov nista vselej povsem neskodljiva — lahko predstavljata nedopustne posege v
pravice iz ustvatjalnosti (avtorska pravica), varstvo osebnih podatkov, enakost pred
zakonom (prepoved diskriminacije), svobodo dela (pravica do dela), svobodo
izrazanja, pravico do osebnega dostojanstva in varnosti ter varstvo pravic zasebnosti
in osebnostnih pravic. Namen in cilj tega poglavja v monografiji sta obravnavati in
kriti¢no analizirati delovanje in uporabo umetnointeligen¢nih sistemov skozi presojo
ustavnopravnih krsitev. Pravne krsitve so presojane z ustavnopravnega vidika in
odrazajo dva sklopa posega umetnointeligencnih sistemov v ustavno varovane
dobrine. Prva enota ponazarja krsitve teh dobrin pri razvoju, ucenju in delovanju
umetnointeligencnih sistemov, pri ¢emer lahko pride do posegov v pravice iz
ustvarjalnosti, varstvo osebnih podatkov, enakost pred zakonom ter varstvo pravic
zasebnosti in osebnostnih pravic. Druga enota posegov predstavlja ustavne krsitve,
ki nastanejo pri uporabi umetnointeligencnih sistemov. Ogrozene so zlasti pravice
iz ustvarjalnosti, varstvo osebnih podatkov, enakost pred zakonom, svoboda dela,
svoboda izrazanja, pravica do osebnega dostojanstva in varnosti ter varstvo pravic
zasebnosti in osebnostnih pravic. Skladno s tem je zasnovana struktura poglavija, v
katerem so razvrs¢eni razdelki po ustavnih pravicah, ki so ogrozene z delovanjem in
uporabo umetnointeligencnih sistemov. Razdelki si smiselno sledijo po zaporedju
od zacetnih ustavno varovanih ¢lovekovih pravic in njihovih kesitev, ki izvirajo iz
razvoja, ucenja in delovanja umetnointeligencnih sistemov, do posegov v ¢clovekove
pravice, ki nastanejo pri koncni uporabi sistema s strani uporabnika. Za uvodom je
tako v drugem razdelku predstavljen pomen ustavnopravnih krsitev za kategorizacijo
sistemov umetne inteligence. Sledi prikaz morebitnih posegov umetnointeligen¢nih
sistemov v varovane avtorske pravice v tretjem razdelku, pri ¢emer so obravnavani
nacini zbiranja podatkov, pomen ustreznega navajanja virov izhodnih podatkov ter
obstoje¢i primeri domnevnih krsitev avtorskih pravic. Cetrti razdelek se osredotoca
na krsitve varstva osebnih podatkov v skladu z evropsko zakonodajo. V petem
razdelku avtor predstavi razloge za pristranskost umetnointeligenénih sistemov in
navede dejanske primere pristranskega delovanja. Sesti razdelek obravnava krsitve
pravice do dela in vpliv morebitne opredelitve sistema umetne inteligence kot
visokotveganega na uresnicevanje te pravice. V sedmem razdelku so obravnavani

polozaji, v katerih lahko uporaba umetnointeligencnih sistemov vodi v krsitev
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svobode izrazanja, osmi razdelek pa se posveca krditvam pravice do osebnega

dostojanstva, zasebnosti in drugih osebnostnih pravic.

To poglavie v monografiji se osredoto¢a na vse oblike umetnointeligenc¢nih
sistemov, vendar so zaradi njihove priljubljenosti in aktualnosti najveckrat v ospredju
primeri ustavnopravnih krsitev, ki izhajajo iz delovanja in uporabe generativne
umetne inteligence (npr. klepetalni robot ChatGPT). Izraz »delovanje in uporaba« je
treba za namene tega prispevka razlagati tako, da po vzoru uvodne toc¢ke 1 Uredbe
(EU) 2024/1689 Evropskega parlamenta in Sveta z dne 13. junija 2024 o dolocitvi
harmoniziranih pravil o umetni inteligenci in spremembi uredb (ES) st. 300/2008,
(EU) st. 167/2013, (EU) st. 168/2013, (EU) 2018/858, (EU) 2018/1139 in (EU)
2019/2144 ter direktiv 2014/90/EU, (EU) 2016/797 in (EU) 2020/1828' (Akt o
umetni inteligenci) obsega razvoj, dajanje na trg, dajanje v uporabo ter samo uporabo

umetnointeligencnih sistemov.

Delovanje in uporaba umetnointeligen¢nih sistemov lahko povzrodita negativne
posledice v obliki premozenjske ali nepremozenjske skode.? V tem poglavju so
obravnavani najpogostejsi in najbolj invazivni posegi umetnointeligencnih sistemov
v ustavno varovane dobrine v naslednjem zaporedju: pravice iz ustvarjalnosti
(avtorska pravica), varstvo osebnih podatkov, enakost pred zakonom (prepoved
diskriminacije), svoboda dela (pravica do dela), svoboda izrazanja, pravica do
osebnega dostojanstva in varnosti ter varstvo pravic zasebnosti in osebnostnih

pravic.

2 Pomen ustavnopravnih krsitev za kategorizacijo umetnointeligencnih

sistemov

Na obmoc¢ju EU3 je za delovanje in uporabo umetnointeligenénih sistemov
zavezujo¢ Akt o umetni inteligenci. Njegov namen je tudi zagotavljanje visoke ravni
varovanja zdravja, varnosti in temeljnih pravic iz Listine Evropske unije o temeljnih
pravicah* (Listina) pred skodljivimi ucinki umetnointeligencnih sistemov.> S tem
namenom Akt o umetni inteligenci v 5. ¢lenu doloca, katere prakse dajanja na trg,

dajanja v uporabo in uporabe umetnointeligencnih sistemov so prepovedane. Na

1 UL L 2024/1689, 12. 7. 2024, strani 1-144.

2 Evropska komisija, 2020, stran 10.

3 Podrobneje o podro¢ju uporabe Akta o umetni inteligenci glej 2. ¢len Akta o umetni inteligenci.
4 UL C 202, 7. 6. 2016, strani 389—405.

5 Prvi odstavek 1. ¢lena Akta o umetni inteligenci.
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podlagi tega clena so prepovedani tudi umetnointeligenc¢ni sistemi, ki s posebnim

ciljem ali na dolocen nacin:®

—  izkori$cajo katero koli ranljivost oseb ali skupin oseb zaradi njihove starosti,
invalidnosti ali posebnega druzbenega ali ekonomskega polozaja;

—  zdruzbenimi tockami ocenjujejo ali razvrscajo osebe ali skupine oseb, pri cemer
gre za skodljivo ali neugodno obravnavo nekaterih fiziénih oseb oziroma
skupin oseb, ki ni povezana s kontekstom ustvarjanja oziroma zbiranja
podatkov oziroma je neupravi¢ena ali nesorazmerna z njihovim druzbenim

vedénjem.”

V uvodni tocki 28 Akt o umetni inteligenci prepoveduje zlorabo
umetnointeligenc¢nih sistemov, kadar so ti v nasprotju s spostovanjem: »¢clovekovega
dostojanstva, svobode, enakosti, demokracije in pravne drzave ter temeljnimi
pravicami, dolo¢enimi v Listini, vklju¢no s pravico do nediskriminacije, vatstva
podatkov in zasebnosti ter pravicami otroka.« Nespostovanje oziroma obseg krsitev
dolo¢enih pravic, vkljuéno s: »pravico do clovekovega dostojanstva, spostovanja
zasebnega in druzinskega zivljenja, varstvo osebnih podatkov, svobodo izrazanja in
obvescanja, svobodo zbiranja in zdruzevanja, pravico do nediskriminacije, pravico
do izobrazevanja, varstvo potrosnikov, pravice delavcev, pravice invalidov, enakost
spolov, pravice intelektualne lastnine, pravico do ucinkovitega pravnega sredstva in
nepristranskega sodis¢a, pravico do obrambe in domneve nedolznosti ter pravico do
dobrega upravljanja,« tvori temelj za razvrstitev umetnointeligenénega sistema med

sisteme visokega tveganja.®

Uredba (EU) 2022/2065 Evropskega patlamenta in Sveta z dne 19. oktobra 2022 o
enotnem trgu digitalnih storitev in spremembi Direktive 2000/31/ES (Akt o
digitalnih storitvah)® v uvodni tocki 81 doloc¢a, da druga kategorija sistemskih tveganj
zadeva: »dejanski ali predvidljivi vpliv storitve na uresnic¢evanje temeljnih pravic, kot
so zascitene z Listino, med drugim ¢lovekovega dostojanstva, svobode izrazanja in

obvescanja, vkljucno s svobodo in pluralizmom medijev, pravice do zasebnega

¢ Glede konkretizacije posebnega cilja ali nacina glej vsako posamezno tocko prvega odstavka 5. ¢lena Akta o umetni
inteligenci.

7 Predstavljeni sta zgolj dve prepovedni praksi (tocka b) in tocka c) 5. ¢lena Akta o umetni inteligenci). Prvi odstavek
5. ¢lena obsega seznam osmih prepovedanih praks dajanja na trg, dajanja v uporabo in uporabe umetnointeligen¢nih
sistemov.

8 Akt o umetni inteligenci, uvodna tocka 48.

° UL L 277, 27. 10. 2022, strani 1-102.
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zivljenja, varstva osebnih podatkov, prepovedi diskriminacije, pravic otrok in varstva

potrosnikov«.
3 Krsitev avtorskega prava
3.1 Nacini pridobivanja podatkov umetnointeligen¢nih sistemov

Posegi umetnointeligencnih sistemov v varovane avtorske pravice so prikazani skozi
delovanje generativne umetne inteligence, vendar to ne pomeni, da analiza krsitev ni
uporabna tudi za druge umetnointeligenéne sisteme, ki se razvijajo, ucijo in delujejo

na primerljiv nacin.

Sistemi generativne umetne inteligence so obic¢ajno usposobljeni na obseznem
uc¢nem naboru podatkov, pridobljenem s spleta, ki vkljucuje veliko koli¢ino besedil
s spletnih mest, c¢lankov, knjig, objav na druzbenih omrezjih ter strokovnih in
znanstvenih prispevkov. Pri tem sistemi generativhe umetne inteligence niso
seznanjeni z avtorskimi pravicami na teh podatkih, temve¢ uporabljajo besedilo za
ucenje vzorcev in odnosov med besedami, besednimi zvezami in stavki, Ceprav je
velika vecina besedil, uporabljenih za usposabljanje, varovanih z avtorskimi

pravicami. !0

Tehnologija umetne inteligence obicajno uporablja naslednje pristope: strojno
ucenje, globoko ucenje, nevronske mreze, kognitivno racunalnistvo, obdelavo
naravnega jezika in racunalniski vid.!! Pridobivanje podatkov umetnointeligenénih
sistemov temelji na strganju podatkov, generiranju podatkov, odkupu podatkov in
vnosu podatkov.'? Klepetalni roboti obi¢ajno pridobivajo podatke iz lastne
podatkovne baze, iskanja po spletu, uporabe aplikacijskega programskega vmesnika,
obdelave naravnega jezika, iz podatkovne baze uporabnika in strojnega ucenja.'?
Kljucna in primarna vira pridobivanja podatkov za delovanje ter uporabo klepetalnih

robotov sta lastna baza podatkov in iskanje po spletu.

Z nara$cajoco priljubljenostjo generativne umetne inteligence postaja klju¢no
vprasanje, katere podatke lahko razvijalci umetnointeligencnih sistemov uporabljajo
za usposabljanje svojih modelov brez dovoljenja.!* Direktiva (EU) 2019/790

10 Helms in Krieser, 2023.

11 Glej https:/ /csuglobal.edu/blog/how-does-ai-actually-work (obiskano: 23. 1. 2025).
12 Sahathullah, 2023.

13 Harris, 2024.

14 Bocharov et al., 2024.
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Evropskega parlamenta in Sveta z dne 17. aprila 2019 o avtorski in sorodnih pravicah
na enotnem digitalnem trgu in spremembi direktiv 96/9/ES in 2001/29/ES!
(Direktiva 2019/790) v 4. clenu doloca izjeme ali omejitve za besedilno in
podatkovno rudarjenje. Na tej podlagi drzave ¢lanice EU dolocijo izjeme ali omejitve
za namene besedilnega in podatkovnega rudarjenja. Slovenski zakonodajalec je
besedilno in podatkovno rudatjenje implementiral s 57.a clenom Zakona o avtorski
in sorodnih pravicah!'¢ (ZASP). Na podlagi tega clena ZASP je za namene
besedilnega in podatkovnega rudatjenja prosto reproduciranje del, do katerih se
zakonito dostopa. Reproduciranje je prosto tudi za komercialne namene.!” Besedilno
in podatkovno rudarjenje je treba razumeti kot vsako avtomatizirano analiticno

tehniko, namenjeno analiziranju elektronskega besedila in podatkov.18

Splosna izjema za besedilno in podatkovno rudatjenje ne pride v postev, kadar si
avtor pridrzi pravico uporabe del, ki so javno dostopna na spletu,!? ali izrecno in na
ustrezen nacin prepove besedilno in podatkovno rudarjenje taksnih del. To se doseze
zlasti s strojno betljivimi sredstvi, kot je na primer protokol za izkljucevanje spletnih
pajkov (ang. Robots Exclusion Standard),?’ ki pajkom iskalnikov pove, do katerih
URL-jev lahko dostopajo na zadevnem spletnem mestu.?! V tej zvezi se je tudi razvil
program (Cloudflare), ki ima zmoznost samodejno blokirati bote, ki strgajo vsebine,
s ¢imer lahko upravljavci spletnih strani na enostaven nacin blokirajo nezelene

umetnointeligencne pajke.?2

Dopustnost besedilnega in podatkovnega rudatjenja se oznacuje kot pomemben
doprinos k razvoju podatkovne analitike in umetne inteligence v EU,% ¢eprav gre
pri tem za vsebinsko omejitev avtorskih pravic. Da se za primere razvoja in ucenja
umetnointeligen¢nih modelov uporabljajo tehnike besedilnega in podatkovnega

rudarjenja, izhaja Ze iz Akta o umetni inteligenci.* Na tej podlagi lahko

15 UL L 130, 17. 5. 2019, strani 92—125.

16 Uradni list RS, §t. 16/07 — uradno precis¢eno besedilo, 68/08, 110/13, 56/15, 63/16 — ZKUASP, 59/19 in
130/22.

17 Predlog Zakona o spremembah in dopolnitvah Zakona o avtorski in sorodnih pravicah, EVA 2020-2130-0064,
stran 17.

18 Prvi odstavek 57.a clena ZASP.

19 Tretji odstavek 57.a ¢lena ZASP.

20 Predlog Zakona o spremembah in dopolnitvah Zakona o avtorski in sorodnih pravicah, EVA 2020-2130-0064,
strani 17, 56.

21 Glej https:/ /developers.google.com/search/docs/ crawling-indexing/robots/intro (obiskano: 23. 1. 2025).

22 Bocharov et al., 2024.

23 Predlog Zakona o spremembah in dopolnitvah Zakona o avtorski in sorodnih pravicah, EVA 2020-2130-0064,
stran 34.

24 Akt o umetni inteligenci, uvodna tocka 105.
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umetnointeligencni sistemi, ¢etudi komercialnega znacaja, z namenom besedilnega
in podatkovnega rudatjenja reproducirajo zakonito dostopna dela?® in jih hranijo

tako dolgo, kot je to potrebno.2¢
3.2 Navajanje podatkov umetnointeligencnih sistemov

Uporaba podatkov za razvoj in udenje umetnointeligencnih sistemov temelji na
Direktivi  2019/790 in ZASP. Izhodni podatki v obliki proizvodov
umetnointeligenénih sistemov so vsaj pri nekaterih pogosto prikazani brez navedbe
vnosnih podatkov, cetudi jih ti pogosto poosebljajo. SpoStovanje in ustrezno
navajanje tujih avtorskih del izhaja Ze iz osnovne akademske postenosti in
korektnosti.?” Prav tako se z navajanjem uporabljenih virov preprecujejo nekatere
oblike plagiatorstva.?® Nekateri umetnointeligencni sistemi, kot je na primer
klepetalni robot ChatGPT, generirajo besedilo z uporabo vzorcev in struktur iz
u¢nih podatkov, zato inherentno ne »podpirajo« dolocenih trditev ali idej. Namesto
tega so njihovi odgovori oblikovani na temelju statistinih verjetnosti in vzorcev v
podatkih.?? Na podlagi tega se utemeljuje zanemarjanje obveznosti navajanja
uporabljenih virov pri oblikovanju dolocenih proizvodov umetne inteligence. Cetudi
bi pri tem zavzeli stalice, da umetnointeligencni sistemi niso obvezani navesti
seznama uporabljenih virov, na katerih temelji njihov proizvod, je vkljucitev navedbe
uporabljenih virov Se vedno koristna zaradi povecanja kredibilnosti in to¢nosti

izhodnih podatkov.3

Nekateri modeli generativne umetne inteligence ne navajajo uporabljenih virov, s
katerimi so oblikovali proizvod. Uporabnik lahko pozove umetnointeligencni
sistem, naj mu poda seznam uporabljenih virov. Odziv umetnointeligencnega
sistema je v posameznih primerih nekorekten in nedostojen, saj ponudi seznam
virov, ki so izmisljeni.?! Seznam z neresni¢nimi viri, za katere umetnointeligenc¢ni
sistem trdi, da jih uporabil pri oblikovanju proizvoda, je brezpomenski in zavajajoc.

Tovrstni odziv umetnointeligencnih sistemov ne le da zanemarja obveznost

% Primerjaj Lucchi, 2024, stran 616.

26 Drugi odstavek 57.a ¢lena ZASP in drugi odstavek 4. ¢lena Direktive 2019/790.

%7 Primerjaj Besirevi¢ in Zahrastnik v Romih (ur.), 2023, stran 120.

28 Kot plagiatorstvo se med drugim $teje predstavljanje tujega dela kot lastnega in kopiranje besedila ali idej tujih del
brez navedbe vira. Glej https://www.biblioblog.si/2011/03/plagiatorstvo-in-njegovo-odkrivanje.html (obiskano:
24. 1. 2025).

2 Lucchi, 2024, stran 617.

30 Evropska komisija, 2023.

31 Primetjaj Day, 2023, strani 1024-1027.
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sklicevanja na uporabljene vire, temvec tudi ponazarja prednost oblikovanja laznega
seznama virov pred seznanitvijo uporabnika z dejstvom, da ne more dolociti

konkretnih virov, ki tvorijo izhodne podatke.

3.3 Primeri domnevnih krSitev avtorskih pravic pri delovanju

umetnointeligencnih sistemov

Vprasanje zakonitosti uporabe avtorsko zascitenega gradiva za ucenje algoritmov
klepetalnih robotov (npr. ChatGPT) in pogojev, pod katerimi je tak$na uporaba
dovoljena, je ze predmet razprave v sodnih sporih. Ker klepetalni robot ChatGPT
in drugi sistemi generativne umetne inteligence mo¢no temeljijo na velikih kolicinah
podatkov za ucenje, ki lahko vkljucujejo avtorsko zascitena dela, lahko to predstavlja

pomembno pravno oviro za njihovo delovanje.??

Getty Images Inc. je zacel sodni postopek proti podjetju Stability Al Limited, pti
cemer je trdil, da je Stability Al kesil pravice intelektualne lastnine, vkljucno z
avtorskimi pravicami za vsebine, ki jih ima v lasti ali zastopa Getty Images. Po
staliScu Getty Images je Stability Al nezakonito kopiral in obdelal milijone slik,
za$Citenih z avtorskimi pravicami, brez pridobitve ustrezne licence in z
zasledovanjem  lastnih  komercialnih  interesov, tj. ucenje  lastnega
umetnointeligencnega sistema.?? Visje sodisce v Angliji in Walesu,?* ki obravnava to
zadevo, je 14. 1. 2025 izdalo sodbo, ki se nanasa na dolocena postopkovna

vprasanja’> — meritorno o zadevi $e ni odlocalo.

The New York Times je vlozil tozbo3¢ proti OpenAl in Microsoftu zaradi kréitve
avtorskih pravic. V tozbi je trdil, da so bili milijoni ¢lankov, ki jih je objavil The
Times, uporabljeni za usposabljanje avtomatiziranih klepetalnih robotov, ki zdaj
konkurirajo c¢asopisu kot viru zanesljivih informacij. V tozbi je navedenih vec
primerov, ko je klepetalni robot uporabnikom posredoval skoraj dobesedne
odlomke iz ¢lankov The Times, ki bi sicer zahtevali placano narocnino za ogled.

Trdil je, da sta OpenAl in Microsoft pri usposabljanju svojih programov umetne

32 Lucchi, 2024, stran 617.

3 Glej https:/ /newsroom.gettyimages.com/en/getty-images/ getty-images-statement (obiskano: 24. 1. 2025).

34 Izvorni naziv odlocujocega sodis¢a je High Court of Justice, Business and Property Coutts of England and Wales.
% Zadeva st. IL-2023-000007, Getty Images (US) Inc, Getty Images International UC, Getty Images (UK) Limited,
Getty Images Devco UK Limited, iStockphoto LP, Thomas M Barwick Inc proti Stability Al Ltd, [2025] EWHC
38 (Ch), z dne 14. 1. 2025.

36 Tozba je dostopna na naslednji povezavi: https://nytco-
assets.nytimes.com/2023/12/NYT_Complaint_Dec2023.pdf (obiskano: 29. 1. 2025).
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inteligence posebno pozornost namenila uporabi novinarskih vsebin The Times
zaradi domnevne zanesljivosti in tocnosti teh gradiv.’” Domnevne krsitve OpenAl
in Microsoft naj bi nastale tako pri usposabljanju umetnointeligencnih sistemov kot

tudi pri izhodnih podatkih v obliki proizvoda.

Tozniki Paul Tremblay, Sarah Silverman,3 Christopher Golden in Richard Kadrey
so imetniki avtorskih pravic na svojih knjigah. Tozena stranka, OpenAl, razvija in
ponuja programsko opremo umetne inteligence ChatGPT. OpenAl je kopiral
avtorske dela (knjige) toznikov in jih uporabil v svojem uénem podatkovnem
naboru. Ko je bil ChatGPT pozvan, da povzame knjige, ki so jih napisali tozniki, je
ustvaril natanc¢ne povzetke vsebine teh knjig, pri ¢emer naj bi prislo do kisitve

njihovih avtorskih pravic.?

Omenjene zadeve so Se vedno v teku,® zaradi Cesar nacin njihovega razpleta
trenutno ostaja negotov. Posledi¢no ni jasno, ali bodo sodisca to obravnavala kot
krsitev avtorskih pravic. Je pa skoraj nedvoumno, da gre za krsitev, v kolikor bo
produkt umetnointeligen¢nega sistema dobesedno prepisal doloc¢eno varovano
avtorsko delo. Ti primeri predstavljajo prve pomembne pravne spore v zvezi z
uporabo umetne inteligence in kesitvijo avtorskih pravic. Ce bodo tozniki dosegli

ugoden izid, bi to lahko imelo velik vpliv na razvoj tehnologije umetne inteligence.*!
4 Krsitev varstva osebnih podatkov

Med tradicionalno varovane vidike zasebnosti sodi tudi varstvo osebnih podatkov.42
Varstvo osebnih podatkov se v teoriji redoma opredeljuje s pojmom informacijska
zasebnost, ki tvori del clovekove zasebnosti.*> Informacijska zasebnost odraza
pravico posameznika nad nadzorom informacij o sebi* Prav to je predmet
clovekove pravice do varstva osebnih podatkov na podlagi 38. ¢lena Ustave RS.4> V

tej zvezi pravica do varstva osebnih podatkov obsega razlicne oblike osebnih

37 Grynbaum in Mac, 2023.

38 Primetjaj »United States District Court, Northern District of California«, Silverman et al. proti OpenAl, Inc. et
al., 23-cv-3416, datum vlozitve: 7. 7. 2023.

39 »United States District Court, Northern District of California«, Paul Tremblay et al. proti OPENAL INC. et al.,
23-cv-03223-AMO, 23-cv-03416-AMO, z dne 12. 2. 2024.

4 Vec¢ o podobnih tozbah glej: https://www.mckoolsmith.com/newsroom-ailitigation-3 (obiskano: 30. 1. 2025).

41 Lucchi, 2024, stran 615.

42 Farmany v Avbelj (ur.), 2019, stran 342.

# Cebulj, 2002.

4 Stone et al., 1983, stran 459.

45 Cebulj, 2002.
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podatkov — ti so lahko v besedilni, zvocni, slikovni obliki ali imajo genetske in druge

biometri¢ne znacilnosti.#6

Pri vklju¢evanju generativnih umetnointeligencnih sistemov v procese podjetij bi
moral biti ponudnik teh sistemov dejansko obravnavan kot obdelovalec podatkov v
smislu Uredbe (EU) 2016/679 Evropskega patlamenta in Sveta z dne 27. aprila 2016
o varstvu posameznikov pri obdelavi osebnih podatkov in o prostem pretoku takih
podatkov ter o razveljavitvi Direktive 95/46/ES* (Splo$na uredba o varstvu
podatkov). V skladu z 28. ¢lenom Splosne uredbe o varstvu podatkov bi bilo zato
treba s ponudnikom skleniti pogodbo o obdelavi podatkov (ang. data processing
agreement ali data processing addendum), s katero se opredelijo pravne obveznosti
glede varstva osebnih podatkov. Ce ponudnik generativnih umetnointeligenénih
sistemov (npr. OpenAl) ne omogoca sklenitve pogodbe o nerazkritju informacij
(ang. non-disclosure agreement) ali pogodbe o obdelavi podatkov, obdelava osebnih
podatkov ni zakonita. Zato podjetja, ki Zelijo obdelovati osebne podatke, uporabljajo
podjetniske razlicice, s katerimi ponudnik svojim strankam zagotavlja pogodbo o
obdelavi podatkov.#® Na ta nacin ponudniki priznavajo svojo vlogo obdelovalca
podatkov in se zavezujejo, da bodo podatke obdelovali v skladu z navodili svojih

strank.4?

Splosna uredba o varstvu podatkov dolo¢a posebna pravila za prenos osebnih
podatkov, ki se obdelujejo ali so namenjeni obdelavi po prenosu v tretjo drzavo.>
Ce ima ponudnik sedeZ v tretji drzavi, morajo podjetja iz EU, ki Zelijo uporabljati
umetnointeligen¢ni sistem ponudnika, upostevati pravne posledice prenosa osebnih
podatkov v tretje drzave. Da bi se podjetja izognila uporabi teh posebnih pravil
oziroma zagotovitve skladnosti s Splosno uredbo o varstvu podatkov, podjetja v
praksi pogosto ustanovijo podruznico na obmodcju EU. S tem lahko uporabniki,
katerth obdelava osebnih podatkov poteka po Splosni uredbi o varstvu podatkov,
sklenejo pogodbeno razmetje s podruznico na obmoc¢ju EU in ne z maticnim

podjetjem v tretji drzavi.5!

4 Tersek v Avbelj (ur.), 2019, stran 367.

4TUL L 119, 4. 5. 2016, strani 1-88.

48 Glej na primer razlicico »ChatGPT Enterprise«.

# Paschou, 2024. Glej npr. https://openai.com/policies/data-processing-addendum/ (obiskano: 29. 1. 2025).

50 Glej poglavje V Splosne uredbe o varstvu podatkov.

51 Kot primer kaze izpostaviti amerisko podjetje OpenAl, ki ima sedeze v Kaliforniji, in je s tem namenom ustanovila
podruznico OpenAl Ireland Ltd. v Dublinu. Paschou, 2024. Primetjaj https://openai.com/policies/data-
processing-addendum/ (obiskano: 29. 1. 2025).
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Usposabljanje generativnih umetnointeligenénih sistemov temelji na ogromni
koli¢ini javno dostopnih in pridobljenih podatkov s spleta, kar vkljucuje tudi Stevilne
vrste osebnih podatkov.>? V zvezi s tem se lahko pojavijo znatna tveganja glede
varstva osebnih podatkov, predvsem nevarnost profiliranja in mozna izguba nadzora
nad osebnimi podatki.’®> Zaradi tega trenutno ni jasno, v koliksnem obsegu
generativni modeli umetne inteligence lahko spostujejo »pravico do izbrisa« oziroma
»pravico do pozabe«, kot je doloc¢ena v 17. ¢lenu Splosne uredbe o varstvu
podatkov.5* Ce se izgubi nadzor nad osebnimi podatki, ki so bili uporabljeni kot u¢ni
podatkovni nabor, bo prakticno nemogoce uveljavljati pravico do izbrisa, cetudi ta
pripada posamezniku. Nasprotno, ¢e je mogoce enostavno in jasno identificirati
osebne podatke, ima posameznik pravico doseci, da upravljavec brez nepotrebnega
odlasanja izbriSe zadevne osebne podatke, ob predpostavki, da za to obstaja razlog

iz 17. clena Splosne uredbe o varstvu podatkov.
5 Pristranskost umetnointeligencnih sistemov
5.1 Razlog pristranskosti umetnointeligenc¢nih sistemov

Sistemi umetne inteligence se ucijo sprejemanja odlocitve na podlagi uc¢nih
podatkov, zato je klju¢nega pomena oceniti nabor podatkov glede morebitne
pristranskosti. Ena od metod je pregled vzoréenja podatkov, da bi ugotovili, ali so
dolocene skupine oseb v u¢nih podatkih preve¢ oziroma premalo zastopane ali
nedosledno oznacene (podatkovna pristranskost). Denimo, otrodja umetne
inteligence za zaposlovanje, ki uporabljajo nedosledno oznacevanje ali izkljucujejo
oziroma prekomerno ovrednotijo dolocene znacilnosti, lahko neupraviceno izlocijo
kvalificirane kandidate iz postopka izbire.5 Se ve¢, nepopolni in pristranski podatki
lahko povzrocijo napake in nepravilnosti pri diagnosticiranju koznih bolezni, kot je
melanom.> Ljudje so pri obdelavi podatkov in sprejemanju odlocitev lahko pod
vplivom lastnih subjektivnih prepri¢anj in stalis¢ (kognitivna pristranskost).
Posledi¢no lahko te pristranskosti vgradijo v sisteme umetne inteligence prek izbire

podatkov ali nacina njihovega vrednotenja. Na primer, kognitivha pristranskost

52 Glej https:/ /honoralia.com/en/the-right-to-be-forgotten-in-chatgpt/ (obiskano: 29. 1. 2025).

53 Paschou, 2024.

3¢ Glej https://www.fieldfisher.com/en/insights/does-chatgpt-comply-with-eu-gdpr-regulations-inves (obiskano:
29. 1. 2025) in Zhang et al., 2024, strani 1-10.

35 Glej https:/ /www.ibm.com/think/topics/shedding-light-on-ai-bias-with-real-world-examples (obiskano: 20. 1.
2025).

% Adamson in Smith, 2018, strani 1247-1248, Vokinger et al., 2021, stran 2.
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lahko povzrodi, da se daje prednost podatkovnim naborom, zbranim v dolocent
drzavi, namesto da bi vkljucevali vzorce iz razlicnih populacij po vsem svetu.
Uporaba nepravilnih u¢nih podatkov lahko privede do algoritmov, ki ponavljajo
napake, povzrocajo nepravicne rezultate ali celo e dodatno krepijo pristranskost, ki
je ze prisotna v pomanjkljivih podatkih (algoritemska pristranskost). Ta vrsta
pristranskosti se lahko pojavi tudi zaradi programskih napak, na primer ce razvijalec
neposteno tehta dolocene dejavnike pri odlocanju algoritma zaradi lastne zavestne
ali nezavestne pristranskosti. Tako lahko algoritem na podlagi kazalnikov
diskriminira med skupinami oseb z dolocenimi lastnostmi.>” Zato sta kakovosten
ucni nabor podatkov in ustrezna analiticna zasnova klju¢nega pomena za odpravo

pristranskosti v delovanju umetnointeligenénih sistemov.>
5.2 Dejanski primeri pristranskosti umetnointeligencnih sistemov

V podjetju Amazon so zasnovali in uporabljali racunalniske programe za
pregledovanje zivljenjepisov kandidatov za zaposlitev z namenom mehanizacije
izbire iskalcev zaposlitve. Leta 2015 je podjetje Amazon ugotovilo, da zasnovani
sistem za izbiro kandidatov za delovna mesta programskih razvijalcev in drugih
tehni¢nih polozajev ni ocenjeval kandidatov na spolno nevtralen nacin. Razlog za to
je dejstvo, da so bili Amazonovi rac¢unalniski modeli usposobljeni za preverjanje
prijavljenih kandidatov s proucevanjem vzorcev v zivljenjepisih, ki so jih kandidati
predlozili podjetju v preteklih desetih letih. Ker tehnolosko industrijo zaznamuje
prevlada moskih zaposlenih, se je Amazonov sistem priucil, da so moski kandidati
bolj zazeleni. Na tej podlagi je negativno ovrednotil Zivljenjepise, ki so vsebovali
besedo »zenski«, na primer v izrazu »kapetanka Zzenskega Sahovskega kluba«. Prav

tako je nizje ovrednotil Zivljenjepise diplomantk izklju¢no Zenskih fakultet.>

COMPAS je orodje za oceno tveganja in potreb storilcev kaznivih dejan;.
Pravosodne agencije v ZDA uporabljajo COMPAS kot pomoc¢ pri odlocanju o
razporejanju, nadzoru in upravljanju primerov storilcev kaznivih dejanj. COMPAS

je bil razvit empiri¢no, s poudarkom na dejavnikih, za katere je znano, da vplivajo

57 Glej https:/ /www.ibm.com/think/topics/shedding-light-on-ai-bias-with-real-world-examples (obiskano: 20. 1.
2025). Podrobneje o tem Sun et al., 2020, strani 1-39.

58 Arbet et al., 2020, stran 1.

3 Dastin, 2018.

%0 Orodje COMPAS vkljucuje dinami¢ne dejavnike tveganja in zagotavlja informacije o razli¢nih dobro preverjenih
dejavnikih tveganja in potrebah, z namenom identificiranja ustreznih korektivnih ukrepov za zmanjsanje vetjetnosti
ponovitve kaznivih dejanj.
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na ponovitev kaznivih dejanj. Dejavniki, ki tvorijo podlago za oceno tveganja,®! so
sestavljeni iz statusa poklicnega izobrazevanja, trenutne starosti, starosti ob prvi
aretaciji, zgodovine nasilja, Stevila prej$njih aretacij, zaposlitvenega statusa in prejsnje
razveljavitve pogojnega izpusta.®? Na podlagi tega orodja so bili temnopolti
obtozenci dvakrat pogosteje kot belopolti napa¢no ocenjeni kot osebe z visjim
tveganjem za nasilno ponovitev kaznivega dejanja, medtem ko so bili belopolti
povratniki napa¢no ocenjeni kot nizko tveganje 63,2 % pogosteje kot temnopolti
obtozenci.®® Ta primer ponazarja neprimernost pristranskosti uc¢nih podatkov
umetnointeligenénega sistema, ki temeljijo na zgodovinskih kazenskih evidencah in
vkljucujejo rasne razlike pri aretacijah in obsodbah. Orodju COMPAS je bilo o¢itano
tudi pomanjkanje transparentnosti delovanja algoritma, saj ta ne omogoca
preglednosti in sledljivosti pri odlo¢anju v posameznih primerih. Lastniska narava
algoritma COMPAS in njegova zapletenost sta otezevali razumevanje njegovih
odlocitev, kar je botrovalo k prikrivanju pristranskosti. Kljub temu je analiza
ProPublice pokazala, da je algoritem pri ocenjevanju tveganja izkazoval rasno
pristranskost — pogosto je precenjeval tveganje ponovitve kaznivega dejanja pri

temnopoltih obtozencih, medtem ko ga je pri belopoltih podcenjeval.®

5.3 Pristranskost, pravicnost in natanCnost umetnointeligencnih

sistemov

Posebne znacilnosti, ki opredeljujejo delovanje umetnointeligencnih sistemov,
vklju¢no z netransparentnostjo (u¢inek c¢rne  skrinjice), kompleksnostjo,
nepredvidljivostjo in delno avtonomnim vedenjem, lahko oteZijo preverjanje
skladnosti ter ovirajo ucinkovito spostovanje in uveljavljanje clovekovih pravic.>
Prisotnost podatkovne, algoritemske in kognitivne pristranskosti ter diskriminacije
v umetnointeligencnih sistemih ima globoke eticne in ustavnopravne implikacije.
Resevanje tovrstne problematike zahteva usklajena prizadevanja za razvoj pravicnih,
preglednih in odgovornih sistemov umetne inteligence, ki spostujejo vse clovekove
pravice.% Vendar pa je doseganje pravi¢nosti in natancnosti zahtevno, saj omejitve

pravicnosti lahko okrnijo sposobnost umetnointeligenc¢nega sistema za natancno

1 Dejavniki, ki se upostevajo, se razlikujejo glede na to, za kateri model ocenjevanja tveganj gre.

02 Glej https://s3.documentcloud.otg/documents /2840784 / Practitioner-s-Guide-to-COMPAS-Core.pdf
(obiskano: 20. 1. 2025), strani 1, 28-29.

5 Larson et al., 2016. Dejanski in konkretni primeri, ki ponazarjajo pristranskost ocene tveganja do temnopoltih
oseb, so razvidni v delu Angwin et al., 2016.

64 Min, 2023, stran 3812; Riz, 2022, strani 300-3006.

% Evropska komisija, 2020, stran 12.

% Min, 2023, stran 3810.
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napovedovanje in obratno.®” Osredotocanje izklju¢no na pravi¢nost lahko povzroci
skupinske razlike, kjer dolocene skupine opraviceno prejemajo ugodno ali neugodno
obravnavo, ne glede na njihove dejanske znacilnosti.®® To privede do enake
obravnave razlicnih subjektov ter razlicnih pravnih in dejanskih okoli§¢in, kar
povzroca krsitev pravice do enakopravnosti.®” Na koncu je oblikovanje pravi¢nih in
postenih umetnointeligen¢nih sistemov zapletena naloga, ki vklju¢uje kompromis
med pravi¢nostjo in natancnostjo.”” Bistveno bo najti pravo ravnovesje, da bodo
sistemi umetne inteligence zagotavljali pravi¢ne rezultate, ne da bi pti tem ogrozili
svojo ucinkovitost. Spostovanje ¢lovekovih pravic, ki med drugim prepovedujejo
pristransko delovanje umetnointeligen¢nih sistemov, bo klju¢nega pomena za

dosego algoritemske pravicnosti.”!
6 Krsitev pravice do dela
6.1 Visokotvegani umetnointeligen¢ni sistemi

V Ustavi RS ni izrecno uporabljena besedna zveza »pravica do delag, temvec je
doloc¢ba 49. ¢lena Ustave RS poimenovana »svoboda delag, ki sicer sestojt iz enakih
elementov kot pravica do dela, dolo¢ena v mednarodnih aktih.”? Uporaba
umetnointeligen¢nih sistemov v okviru pravice do dela lahko predstavlja veliko
tveganje za posameznike, skupine, predstavnike delavcev (kot so sindikati),
skupnosti in organizacije. Ce je uporaba teh sistemov nepregledna, nepravilno
uporabljena, napacno zasnovana ali neustrezno nadzorovana, lahko povzroci skodo
ali krsi clovekove pravice in temeljne svoboscine. Uporaba pristranskih podatkov za
usposabljanje umetnointeligenc¢nih orodij ali uporaba neustreznih ali nezakonitih
dejavnikov oziroma kazalnikov v sistemih umetne inteligence lahko pomembno
vpliva na osebni in poklicni razvoj delaveca ter povzroci neenakost pri dostopu do

zaposlitvenih priloznosti.”

67 Chouldechova, 2016; Min, 2023, stran 3814.

8 Crawford, 2016; Min, 2023, stran 3814.

9 Avbelj in Vatovec v Avbelj (ut.), 2019, stran 116.

0 Pravi¢nosti ni mogoce in je morda niti ne bi smeli avtomatizirati. Umetna inteligenca namre¢ nima sposobnosti
razumevanja kontekstualne enakosti, ne more zajeti in upostevati lokalnih politicnih, druzbenih ter okoljskih
dejavnikov posameznega primera. Tako Wachter et al., 2020, stran 29.

71 Min, 2023, stran 3814.

72 Korpi¢ — Horvat, 2018, stran 25.

73 Glej https:/ /www.edps.curopa.cu/system/ files /2023-10/1.-resolution-on-ai-and-employment-en.pdf (obiskano:
2. 2.2025), stran 2.
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Umetnointeligencni sistemi, ki negativno vplivajo na varnost ali temeljne pravice, so
obravnavani kot visoko tvegani. Na podrocju delovnega prava so taksni sistemi
prisotni zlasti pri zaposlovanju, upravljanju delavcev in dostopu do
samozaposlitve.” Tako izhaja tudi iz Priloge III Akta o umetni inteligenci, ki kot
visokotvegane sisteme umetne inteligence’ opredeli: »(a) sisteme umetne inteligence
za zaposlovanje ali izbor fiziénih oseb, zlasti za ciljno oglasevanje delovnih mest,
analizo in filtriranje prijav za zaposlitev ter ocenjevanje kandidatov, in (b) sisteme
umetne inteligence za odlocanje o pogojih delovnih razmerij, napredovanju ali
prenchanju delovnih pogodbenih razmerij, dodeljevanju nalog na podlagi vedenja
posameznika oziroma osebnostnih lastnosti ali znacilnosti ter spremljanju in

ocenjevanju uspesnosti in vedenja oseb v takih razmerjih.«7¢

Razvrstitev umetnointeligenénega sistema med visokotvegane sisteme umetne
inteligence prinasa posebne zahteve za te sisteme in obveznosti za operatetije taksnih
sistemov.”” V skladu s tem morajo visokotvegani sistemi umetne inteligence
izpolnjevati zahteve iz oddelka 2 Akta o umetni inteligenci,” pri ¢emer je treba
upostevati njihov predvideni namen ter splosno priznane najsodobnejse dosezke na
podrocju umetne inteligence.” Delodajalci, ki uporabljajo umetnointeligencne
sisteme, ki jith Akt o umetni inteligenci opredeli kot visokotvegane, morajo
izpolnjevati stroge obveznosti v zvezi s preglednostjo, nadzorom, usposabljanjem in
porocanjem. Akt o umetni inteligenci doloca zahteve za ponudnike in uporabnike
umetnointeligencnih sistemov, ¢e se uporabljajo za zaposlovanje, napredovanje,
prenchanje pogodbenega delovnega razmerja, za dodeljevanje nalog in ocenjevanje

uspesnosti.8

Ce gre z Aktom o umetni inteligenci za prepovedan umetnointeligencni sistem, se
morajo delodajalci izogibati njegovi uporabi. Akt o umetni inteligenci prepoveduje
uporabo umetnointeligenc¢nih sistemov, ki veljajo za skodljive ali diskriminatorne.

Kot prepovedani sistemi veljajo umetnointeligencni sistemi, 8! ki:

7 Glej https:/ /www.eutopatl.europa.cu/topics/en/article/20230601STO93804/ cu-ai-act-first-regulation-on-
artificial-intelligence (obiskano: 3. 2. 2025).

75 Drugi odstavek 6. ¢lena Akta o umetni inteligenci doloca, da se za visokotvegane sisteme umetne inteligence
stejejo tudi sistemi umetne inteligence iz Priloge I11.

76 Glej ¢etrto tocko Priloge 11T Akta o Umetni inteligenci.

7 Glej tocko c) drugega odstavka 1. ¢lena Akta o umetni inteligenci.

78 Oddelek 2, zahteve za visokotvegane sisteme UI, obsega ¢lene od 8 do 15 Akta o umetni inteligenci.

7 Dolocba 8. ¢lena Akta o umetni inteligenci.

80 Zahteve za visokotvegane umetnointeligenéne sisteme se za¢nejo uporabljati 2. 8. 2026 ali 2. 8. 2027, odvisno od
opredelitve sistema (primerjaj 113. ¢len Akta o umetni inteligenci). Zimmermann et al., 2024.

81 Primetjaj prepovedane prakse umetnointeligencnih sistemov, dolo¢ene s 5. ¢lenom Akta o umetni inteligenci.
Uvodna tocka 179 Akta o umetni inteligenci doloca, da se prepovedi iz te uredbe uporabljajo ze od 2. 2. 2025.
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—  sklepajo o custvih fizi¢ne osebe na delovhem mestu;
— iz biometri¢nih podatkov sklepajo obcutljive osebne znacilnosti;

— osebam dodeljujejo ocene na podlagi druzbenega vedenja ali osebnostnih

znacilnosti.s2

Akt o umetni inteligenci ne velja le za ponudnike, ki dajejo na trg ali v uporabo
umetnointeligencne sisteme v obmodju EU, temve¢ se uporablja tudi za
multinacionalne delodajalce, ¢e njihovi umetnointeligenéni sistemi zunaj EU
sprejemajo odlocitve v zvezi z delovno silo v EU.83 Na primer, delodajalec s sedezem
v tretji drzavi, ki uporablja umetnointeligencni sistem za mertjenje uspesnosti
zaposlenih pri dodeljevanju bonusov po vsem svetu, vklju¢no z delavci v EU, bo

zavezan z Aktom o umetni inteligenci.?*
6.2 Dejanski primeri kr$itve pravice do dela

Sodis¢e v Amsterdamu je obravnavalo in delno zavrnilo vlogo, ki so jo vozniki
Ubetja vlozili proti avtomatizirani prekinitvi njihovih pogodb zaradi domnevnih
goljufij. Sodisce je ugotovilo, da deaktivizacija licence oziroma postopek prekinitve
njihovih pogodb ne predstavlja avtomatiziranega sprejemanja posameznih odlocitev

v skladu z 22. ¢lenom Splosne uredbe o varstvu podatkov. 8>

Italijanski nadzorni organ za varstvo podatkov je presojal, ali gre za dopustno
uporabo umetnointeligencnih sistemov, ki avtomatizirano sprejemajo posamezne
odloc¢itve, vkljucno z oblikovanjem profilov, na podlagi katerih je prislo do
izkljuc¢itve nekaterih dostavljavcev iz delovnih priloznosti. Nadzorni organ za
varstvo podatkov je ugotovil, da je pri tem prislo do krsitve Splosne uredbe o varstvu
podatkov, saj podjetje ni uvedlo ustreznih ukrepov za varovanje clovekovih pravic
in svoboséin svojih zaposlenih pred diskriminatornim avtomatiziranim odlo¢anjem.
Tockovalni sistem za dodeljevanje dostavnih terminov je namre¢ nekatere

dostavljavce izkljucil iz zaposlitvenih priloznosti.5

82 Zimmermann et al., 2024.

8 Tocka c) prvega odstavka 2. ¢lena Akta o umetni inteligenci.

84 Chance, 2024, stran 6.

8 Rb. Amsterdam - C/13/692003/HA RK 20-302.

86 Povzetek sklepa italijanskega nadzornega organa za varstvo podatkov, §t. 9677611, 5. 7. 2021 in
https://www.edps.curopa.cu/system/files/2023-10/1.-resolution-on-ai-and-employment-en.pdf (obiskano: 2. 2.
2025), stran 7.
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7 Krsitev svobode izraZanja

Delovanje umetnointeligencnih sistemov — zlasti generativne umetne inteligence —
lahko posega tudi v pravico do svobode izrazanja, in sicer v njen del, ki vkljucuje
sprejemanje  informacij.’”  Neresni¢ne informacije, ki jih  proizvajajo
umetnointeligenc¢ni sistemi, lahko predstavljajo nedopusten poseg v uporabnikovo
pravico do svobode izrazanja oziroma sprejemanja informacij, pti cemer pa ni vsako
taksno dejanje Ze samo po sebi nedopustno. Pri ugotavljanju, ali obstaja pozitivna
dolznost ponudnika umetnointeligenénega sistema glede pravilnega razsirjanja
informacij, je treba upostevati pravicno ravnovesje med splo$nim interesom
skupnosti in interesi posameznika. Obseg pozitivne dolznosti se neizogibno razlikuje
glede na raznolikost okolis¢in v drzavah pogodbenicah, kompleksnost nadzora nad
sodobnimi druzbami ter potrebo po tehtanju med razlicnimi prioritetami in
razpolozljivimi viri.88 Nedopustno poseganje v pravico do sprejemanja informacij
nastopi le v primerih, ko je posamezniku resneje omejen, izkrivljen ali usmerjen

dostop do informacij v javnem interesu.

Vzrok za proizvajanje in navajanje neresni¢nih informacij izvira iz dveh razlogov.
Prvi razlog odraza proizvod neto¢nih informacij zaradi nepravilnih vhodnih
podatkov, na katerih je zgrajen velik jezikovni model. To lahko povzrocijo ze
napacne informacije na spletu in drugih virih, ki so del podatkovnega nabora

umetnointeligencnega sistema.

Drugi — bolj zaskrbljujo¢ — razlog nastopi, ko umetnointeligencni sistem »halucinira«
oziroma ustvarja nove, neresni¢ne informacije, kadar ne najde ustreznega odgovora
na uporabnikovo vprasanje. V tem primeru umetnointeligencni sistem »zavestno«
proizvede netocne informacije in jih prikazuje kot resni¢ne.®® Mogoca je situacija,
kjer si umetnointeligencni sistem, ¢e ne razpolaga s podatki za to¢en odgovor,
nekritiéno izmisli zanj pravilen odgovor, ki ga oznaci kot resnicnega. Pri tem lahko

pride do izmisljevanja sodnih odloc¢b, ki v konkretnem pravnem redu sploh ne

87 Tersek v Avbelj (ur.), 2019, stran 374. Tako Ustava RS (39. ¢len) kot EKCP (10. ¢len) (Zakon o ratifikaciji
Konvencije o varstvu ¢lovekovih pravic in temeljnih svoboscin, spremenjene s protokoli st. 3, 5 in 8 ter dopolnjene
s protokolom st. 2, ter njenih protokolov §t. 1, 4, 6,7, 9, 10 in 11, Uradni list RS—~MP, st. 7/94) vkljucujeta v pravico
do svobode izrazanja sprejemanje informacij. Eskens et al. 2017, stran 260.

88 Glej 43. tocko sodbe ESCP Ozgiir Giindemv proti Turciji, §t. 23144/93 z dne 16. 3. 2000.

8 Glej https:/ /www.thefire.org/ research-learn/artificial-intelligence-free-speech-and-first-amendment (obiskano:
3.2.2025).
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obstajajo.” Izmisljevanje pravnih pravil ali sodne praske in zatrjevanje njihove
resnicnosti bi se lahko obravnavalo kot nedopustno okrnitev sprejemanja informacij,
s ¢imer bi delovanje umetnointeligenénih sistemov lahko posegalo v uporabnikovo
pravico do svobode izrazanja — predvsem v primerih obstojece informacijske
asimetrije = med  umetnointeligenénim  sistemom  in  uporabnikom.
Umetnointeligencni sistemi lahko na Stevilne nacine izboljsajo komunikacijo in
dostop do informacij, tudi prek tradicionalnih medijev,”! vendar ¢e je s tem
omogocen dostop do vedjega Stevila netocnih in neresni¢nih informacij, je taksna

izboljsava zgolj navidezna, ¢e ne celo ovirajoca in skodljiva.

8 Krsitev pravice do osebnega dostojanstva ter varstva pravic zasebnosti

in osebnostnih pravic

Temelj in meja ustavnega varstva Casti izhajata iz pravice do osebnega dostojanstva
(34. clen Ustave RS) ter varstva pravic zasebnosti in osebnostnih pravic (35. ¢lena
Ustave RS).92 Osrednji vidik varstva pravic zasebnosti in osebnostnih pravic je
zagotavljanje nedotakljivosti zasebnosti, vendar med osebnostne pravice, varovane

s 35. ¢lenom Ustave RS, umes¢amo tudi pravico do varstva ¢asti in ugleda.”

Sistemi generativne umetne inteligence so pogosto uporabljeni za kratkocasenje
uporabnikov. V tej zvezi nastanejo Stevilni zapisi, slike in video posnetki, ki na
humoristicen nacin prikazejo osebe v neobicajnem, nerodnem ali zabavnem
kontekstu. Taksni proizvodi, vsaj praviloma, ne bodo predstavljali protipravnega
posega v pravico do osebnega dostojanstva, pravico do zasebnosti in osebnostne
pravice v smislu 35. ¢lena Ustave RS — zlasti, ¢e gre za javne osebe.”* Vendar pa se
umetnointeligencne sisteme lahko zlorabi tudi za oblikovanje zaljivih ali intimnih
proizvodov. V Spaniji je v javnost prisel primer zlorabe umetnointeligenénih

sistemov za namene ustvarjanja pornografskega gradiva. Uporabnik je v

% Primerjaj Besirevi¢, Zahrastnik v Romih (ur.), 2023, strani 111-112 (avtorja opisujeta primer, kjer je klepetalni
robot ChatGPT v pozivu na poznavanje slovenske sodne prakse odgovoril z neresni¢no in neobstojeco sodno
odlo¢bo) in zadevo »United States District Court Southern District OF New York«, Roberto Mata proti Avianca,
Inc., 22-cv-1461, z dne 22. 6. 2023 (gre za zadevo, kjer je odvetnik predlozil neobstojece sodne odloc¢be z laznimi
navedki in citati, ki jih je ustvaril klepetalni robot ChatGPT).

1 Primerjaj Haas, 2020, stran 1.

92 Ustavno sodisée Republike Slovenije, U-1-226/95, ECLL:SI:USRS:1999:U.1.226.95, to¢ka 10.

%3 Farmany v Avbelj (ur.), 2019, strani 342-343.

9 Tudi za absolutno javne osebe veljata pravica do osebnega varstva ter varstvo pravic zasebnosti in osebnostih
pravic, ¢eprav v omejenem obsegu, ki je obicajno rezultat tehtanja med pravico do osebnega dostojanstva oziroma
pravico do zasebnosti in pravico do svobode izrazanja. V primeru Zaljivih ali zlonamernih objav, katerih namen je
zani¢evanje osebe, pa varstvo pripada tudi (absolutno) javni osebi. Glej Toplak v Sturm (ur.), 2010, stran 370.



156 OD ALGORITMA DO PRAVA

umetnointeligen¢ni sistem nalozil fotografije mladoletnih deklet, katerih starost je
bila med 11 in 17 leti. Fotografije je uporabnik pridobil iz druzbenih omrezij in jih
brez privolitve uporabil v programu umetne inteligence. Na tej podlagi je program
ustvaril slike golih teles z obrazi, ki jih je prevzel iz nalozenih fotografij.?> Taksni
primeri uporabe in zlorabe umetnointeligencnih sistemov so eklatanten primer
protipravnega posega v pravico do osebnega dostojanstva, pravico do zasebnosti in
osebnostne pravice v smislu 35. ¢lena Ustave RS.% Predvsem tehnologija globokih
ponaredkov (ang. deep fake) zna zlahka omogoci platformo za zasledovanje

nepristnih in skodozeljnih interesov, ki ogrozajo ¢lovekove pravice.

Uporabnikovo  prikazovanje,  objavljanje  in  razSirjanje  proizvodov
umetnointeligenénih sistemov spadajo med njegovo pravico do svobode izrazanja,
vendar je pri tem omejen s tujo pravico do zasebnosti, vklju¢no s pravico do varstva
¢asti in dobrega imena. Kolizija pravice do svobode izrazanja ter pravice do vatstva
casti in dobrega imena je lahko dopustna oziroma neobstojeca, Cetudi gre za zelo
ostre, surove in brezobzirne izjave, ki jih oseba dojema kot kritiko ravnanja ali
stali¢a in ne kot napad na osebnost ali njeno sramotitev, ponizevanje, prezir ali
zasmehovanje. Zadevni pravici sta vendarle lahko kolidirajoci, ce izjavitelj z izjavo
ne zasleduje prispevka k razpravi v zadevah javnega pomena, temvec je izjava zaljiva

za drugega — takrat protipravnost izjav ni izkljucena.?’

Pravica do lastnega glasu oziroma pravica na glasu velja za eno od osebnostnih
pravic, varovanih na podlagi 35. ¢lena Ustave.” V tej zvezi je bilo sporno oblikovanje
glasu umetnointeligencnega sistema, poimenovanega »Sky«, ki je po batrvi in
tonaliteti spominjal na glas znane igralke Scarlett Johansson.” OpenAl, ki je
oblikoval in dal v javno uporabo sistem z moznostjo komuniciranja z umetnim
zenskim glasom, poudarja, da program »Sky« ni imitacija igralkinega glasu. Navkljub
temu je OpenAl kasneje z namenom izognitve morebitnem sodnem sporu to

funkcijo umaknil iz uporabe.!?

% Brkan, 2023. Glej tudi Viejo, 2023.

% Ustavnopravno zagotovljeno varstvo pravic zasebnosti varuje pred razkritjem posameznikove osebne zadeve, ki
jih slednji Zeli ohraniti skrite in ki se po naravi stvari ali glede na ustaljena pravila ravnanja v druzbi stejejo za take.
Ustavno sodis¢e Republike Slovenije, U-1-272/98-26, ECLI:SI:USRS:2003:U.1.272.98.

97 Farmany v Avbelj (ur.), 2019, stran 347.

% Farmany v Avbelj (ur.), 2019, stran 344, in odlocba Ustavnega sodi$¢a Republike Slovenije, Up-472/02,
ECLI:SI:USRS:2004:Up.472.02.

% Omenjena igralka je v filmu »Her« glasovno upodobila glas umetnointeligenénega sistema.

100 Robins-Early, 2024.
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9 Zakljucek

Umetnointeligencni sistemi lahko vplivajo pozitivho na izboljsanje dostopa do
informacij in poenostavitev procesov, vendar ¢e proizvodi umetnointeligenénih
sistemov temeljijo na krsitvah in posegih v ustavno varovane dobrine, je treba

utemeljeno podvomiti o stimuliranju teh sistemov in njihovi druzbeni koristnosti.

Umetnointeligenénim sistemom je na podlagi besedilnega in podatkovnega
rudarjenja dovoljeno reproducirati avtorska dela, do katerih zakonito dostopajo.
Avtor ima pri tem moznost prepovedati podatkovno in besedilno rudarjenje taksnih
del. V tej zvezi so bile razvite tehnicne resitve (npr. Robots Exclusion Standard,
Cloudflare), ki onemogocajo spletnim pajkom in botom umetnointeligencnih
sistemov dostop do javno dostopnih spletnih vsebin. Dopustnost besedilnega in
podatkovnega rudarjenja je vsekakor klju¢nega pomena za funkcionalno in natan¢no
delovanje umetnointeligen¢nih sistemov, ¢eprav to pomeni vsebinsko omejitev
avtorske pravice. Pobuda in odgovornost, da umetnointeligencnim sistemom
prepreci dostop do lastnih avtorskih del, je torej na avtorju. Poleg krsitve avtorskih
pravic pri razvoju, usposabljanju in delovanju umetnointeligencnih sistemov, so
lahko avtorske pravice ogrozene tudi pri kon¢nem proizvodu oziroma konkretnem
izhodnem rezultatu umetnointeligencnega sistema. To je pogosto zlasti pri modelih
generativne umetne inteligence, ki ve¢inoma ne navajajo uporabljenih virov ali si jih
celo izmislijo. Dosledno navajanje virov izvira iz akademske postenosti in
korektnosti ter je namenjeno preverjanju kredibilnosti in natancnosti navedenih
podatkov. Zanemarjanje obveznosti navedbe tujega avtorskega dela se lahko pri

tizicnih osebah Steje za plagiatorstvo.

Informacijska zasebnost, ki zagotavlja varstvo osebnih podatkov, je na podrocju
delovanja in uporabe umetnointeligenénih sistemov podvrzena $tevilnim tveganjem,
povezanim z upo$tevanjem doloc¢b Splosne uredbe o varstvu podatkov. Ce se modeli
generativne umetne inteligence vkljucujejo v procese podjetij, bi moral biti ponudnik
teh sistemov dejansko obravnavan kot obdelovalec podatkov v luéi Splosne uredbe
o varstvu podatkov. Upravljavec podatkov mora z obdelovalcem skleniti pogodbo
o obdelavi podatkov, sicer gre za nezakonito obdelavo osebnih podatkov. V izogib
temu so na voljo poslovne razli¢ice umetnointeligen¢nih sistemov, ki svojim
strankam zagotavljajo pogodbo o obdelavi podatkov. Nadalje Splo$na uredba o
varstvu podatkov dolo¢a posebna pravila za prenos osebnih podatkov, ki se

obdelujejo ali so namenjeni obdelavi po prenosu v tretjo drzavo. Zato morajo
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podjetja iz EU, ki zelijo uporabljati umetnointeligencni sistem ponudnika s sedezem
v tretji drzavi, upostevati pravne posledice prenosa osebnih podatkov v tretje
drzave.l" Umetnointeligencni sistemi morajo prav tako upostevati in izvajati
»pravico do izbrisa« oziroma »pravico do pozabe«. Preteca nevarnost se kaze v izgubi
nadzora nad osebnimi podatki, ki so bili uporabljeni kot uc¢ni podatkovni nabor,
zaradi Cesar je v taksnih primerih prakticno nemogoce udejanjiti pravico do izbrisa,

cetudi se ta utemeljeno uveljavlja.

Razlog za pristranskost umetnointeligen¢nih sistemov je mogoce identificirati v
podatkovni pristranskosti (neprimeren in pristranski uéni podatkovni nabor),
algoritemski pristranskosti (algoritem je namerno ali nehote zasnovan pristransko)
in kognitivni pristranskosti (pristranskost pri izbiri ali ovrednotenju podatkov).10?
Pristranskost umetnointeligencnih sistemov je mogoce odpraviti z oblikovanjem in
zagotavljanjem pravicnega ter natancnega delovanja teh sistemov. Iskanje ustreznega
ravnovesja med pravicnostjo in natancnostjo je zahtevno, saj lahko omejitve
pravicnosti okrnijo sposobnost umetnointeligen¢nega sistema za natancno
napovedovanje.' Nasprotno, osredotocanje izkljucno na pravi¢nost lahko povzroci
skupinske razlike, kjer dolocene skupine opraviceno prejemajo ugodno ali neugodno
obravnavo, ne glede na njihove dejanske znacilnosti.!™ Kljuéno bo najti pravo
ravnovesje med natan¢nostjo in pravicnostjo, ne da bi prislo do diskriminacije med

osebami ali skupinami oseb.

Akt o umetni inteligenci navaja kot visokotvegane umetnointeligencne sisteme tiste,
ki se uporabljajo za zaposlovanje ali izbor fizi¢nih oseb, ciljno oglasevanje delovnih
mest, analizo in filtriranje prijav za zaposlitev, ocenjevanje kandidatov, za odlocanje
o pogojih delovnih razmerij, napredovanju ali prenehanju delovnih pogodbenih
razmerij, dodeljevanju nalog na podlagi vedenja posameznika oziroma osebnostnih
lastnosti ter spremljanju in ocenjevanju uspes$nosti ter vedenja. Kwvalifikacija
umetnointeligencnega sistema kot visokotveganega prinasa posebne strozje zahteve,
ki jih morajo ti sistemi upostevati. Ce gre za umetnointeligenéni sistem, ki vkljucuje
prepovedane prakse v smislu 5. ¢lena Akta o umetni inteligenci (npr. uporaba
umetnointeligencnega sistema za sklepanje o custvih fizicne osebe na delovnem

mestu), je njegova uporaba prepovedana. Neustrezna uporaba umetnointeligenc¢nih

101 Primerjaj Paschou, 2024.

102 Glej https:/ /www.ibm.com/think/topics/shedding-light-on-ai-bias-with-real-wotld-examples (obiskano: 20. 1.
2025).

103 Chouldechova, 2016; Min, 2023, stran 3814.

104 Prav tam.
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sistemov lahko negativno vpliva na osebni in poklicni razvoj delavca ter povzroci

neenakost pri dostopu do zaposlitvenih priloznosti. 19

Neresnicne informacije, ki jih proizvajajo umetnointeligenéni sistemi, lahko okrnijo
svobodo izrazanja, in sicer njen del, ki vkljucuje sprejemanje informacij.!’ Razlog za
proizvajanje in navajanje neresnicnih informacij je predvsem odraz nepravilnih
vhodnih podatkov oziroma podatkovnega uénega nabora ter haluciniranja
umetnointeligen¢nih sistemov, pri ¢emer lahko celo pride do izmisljevanja pravnih

pravil in sodne prakse.

Uporaba umetnointeligen¢nih sistemov za oblikovanje zaljivih in intimnih vsebin
lahko pomeni protipraven poseg v pravico do osebnega dostojanstva, pravico do
zasebnosti in osebnostne pravice v smislu 35. ¢lena Ustave RS — predvsem kadar gre
za javno razkazovanje tak$nih proizvodov. Uporabnikovo prikazovanje, objavljanje
in razdirjanje vsebin, ustvarjenih z umetnointeligenénimi sistemi, sicer sodi v
njegovo pravico do svobode izrazanja, vendar je pri tem omejeno s pravico drugih
do osebnega dostojanstva, pravico do zasebnosti, vklju¢no s pravico do varstva casti

in dobrega imena.

Slovensko nacionalno pravo in pravo EU skupaj tvorita pravno ogrodje, ki
posamezniku zagotavlja zadovoljivo varstvo pravic iz ustvarjalnosti, varstva osebnih
podatkov, enakosti pred zakonom, svobode dela, svobode izrazanja, pravice do
osebnega dostojanstva in varnosti ter pravic zasebnosti in osebnostnih pravic. Zgolj
s spostljivim odnosom do clovekovih pravic je mogo¢ varen in ustavnopravno
skladen razvoj umetnointeligen¢nih sistemov. Namesto, da bi se stremelo k razvoju
cloveku prijaznih umetnointeligenénih sistemov, ima trenutna regulacija dejansko
odvracilne ucinke. Trenutno imajo namre¢ le §tiri od petdesetih najvecjih
tehnoloskih podjetij sedez v EU.17 Tudi investicije v razvoj umetnointeligencnih
sistemov v EU so krepko v zaostanku v primerjavi z investicijami v ZDA.108
Tehnoloski sektor v EU naj bi »zaviralic pravni akti, ki posegajo na podrocje
tehnoloske regulacije, kot so Splos$na uredba o varstvu podatkov, Akt o digitalnih

105 Glej https:/ /www.edps.curopa.cu/system/files/2023-10/1.-resolution-on-ai-and-employment-en.pdf
(obiskano: 2. 2. 2025), stran 2.

106 Primerjaj Tersek v Avbelj (ur.), 2019, stran 374.

107 Glej https:/ /companiesmarketcap.com/tech/largest-tech-companies-by-market-cap/ (obiskano: 4. 2. 2025).
108 Benaich, 2024.
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storitvah, Akt o digitalnih trgih!® in Akt o umetni inteligenci. S svojo podrobno
regulativno politiko naj bi EU v veliki meri posegala v tehnoloske inovacije,' kar
ima odvracilni ucinek na investicije in razvoj umetnointeligencnih sistemov v EU.
Taksen pogled obravnava spostovanje clovekovih pravic kot zrtev delovanja
umetnointeligen¢nih sistemov, ceravno bi moral biti njihov temeljni postulat.
Razvijalci in uporabniki umetnointeligencnih sistemov so sicer ze podvrzeni
podrobni evropski zakonodaji o clovekovih pravicah, vendar lahko nekatere
specifi¢ne znacilnosti umetne inteligence, kot je netranspatrentnost, otezijo uporabo
in izvrsevanje teh pravnih aktov,!'! zaradi Cesar bo treba biti Se posebej pozoren na

skladnost umetnointeligencnih sistemov z varovanimi ustavnopravnimi pravicami.
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Extended abstract

The chapter examines and critically analyses the operation and use of artificial intelligence systems from
the perspective of constitutional law violations. Artificial intelligence systems are permitted to
reproduce copyrighted works to which they have lawful access based on text and data mining. However,
authors have the option to prohibit text and data mining of such works, placing the initiative and
responsibility on them to prevent artificial intelligence systems from accessing their copyrighted
materials. In addition to copyright infringements during the development, training, and operation of
artificial intelligence systems, copyright protection may also be at risk in the final output or specific
products generated by artificial intelligence. This is particularly evident in generative AI models, which
often fail to cite the sources used or even fabricate them. Information privacy, which ensures the
protection of personal data, is subject to numerous risks in the operation and use of artificial intelligence
systems, particularly in relation to compliance with the General Data Protection Regulation. Key
concerns include whether an artificial intelligence system provider should be classified as a data
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processor under the General Data Protection Regulation, whether the legal consequences of
transferring personal data to third countries should be considered when using artificial intelligence
systems operated by providers based in third countries, and whether artificial intelligence systems can
effectively respect and implement the “right to erasure” or the “right to be forgotten.” The causes of
bias in artificial intelligence systems can be identified in data bias, algorithmic bias, and cognitive bias.
Artificial intelligence bias can be mitigated by designing and ensuring fair and accurate artificial
intelligence operations. Striking the right balance between accuracy and fairness—without resulting in
discrimination against individuals or groups—will be of critical importance.

The Artificial Intelligence Act is particularly relevant to the right to work, as it defines high-risk artificial
intelligence systems as those used for recruitment or selection of individuals, targeted job
advertisements, analysis and filtering of job applications, candidate evaluations, decisions affecting
terms of work-related relationships, promotions, or termination of work-related contractual
relationships, task allocation based on individual behaviour or personality traits, and monitoring and
evaluating employee performance and behaviour. False information generated by artificial intelligence
systems may impair freedom of expression, particularly the right to receive information. The
production and dissemination of false information primarily result from inaccurate input data or biased
training datasets, as well as artificial intelligence hallucinations, where artificial intelligence systems even
fabricate legal rules and judicial decisions. The use of artificial intelligence systems to generate offensive
or intimate content may constitute an unlawful infringement of the right to personal dignity, the right
to privacy, and personality rights under Article 35 of the Constitution of the Republic of Slovenia—
especially when such content is publicly displayed. This often leads to a collision between freedom of
expression and the aforementioned rights.

Slovenian national law and EU law together form a legal framework that provides individuals with
adequate protection of their rights concerning copyright, personal data, equality before the law,
freedom of work, freedom of expression, the right to personal dignity and security, as well as privacy
and personality rights. Only through a respectful approach to fundamental human rights can artificial
intelligence systems be developed safely and in accordance with constitutional law. However,
considering the trends in technological investment and development, it is evident that extensive
regulation of artificial intelligence systems in the EU may, regrettably, have a deterrent effect.
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